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ABSTRACT
The study investigates user perceptions of news media’s
employment of news recommender systems (NRS) and their
relation to trust in media outlets. A cross-sectional survey (n =
5079) in the United Kingdom, United States, Poland, the
Netherlands, and Switzerland shows that higher algorithmic
knowledge, users’ perceived skills, and news aggregator use
correspond to increased perceptions that news media use NRS.
Moreover, higher perceived NRS use of specific news outlets is
associated with lower trust in those outlets but perceived
benefits and concerns related to NRS moderate this relationship.
Our findings highlight the need for media organizations to
ensure a responsible and transparent use of such systems,
highlight benefits for users, and address concerns to avoid
misperceptions of their NRS use and maintain user trust.
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The distribution and presentation of news increasingly rely on algorithms to make
automated and personalized content recommendations to users in the form of news
recommender systems (NRS). These algorithms can be based on various metrics, like
previous reading behavior by users or similar users, explicitly stated user preferences,
general audience metrics, or content-specific characteristics of news items (Feng et al.
2020). Recommendations by such algorithms can be featured on news outlets’ front
pages, beneath or within sidebars of individual articles, within personalized sections
labeled as “news for you,” or in personalized newsletters (Kunert and Thurman
2019). Recent research points to an increasing yet limited use of NRS by news
outlets (e.g., Blassnig et al. 2024; Bodó 2019; Møller 2022). Less attention has been
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paid to audience perceptions of NRS, perhaps because of their still sparse implemen-
tation in news media. However, as news outlets are increasingly experimenting with
NRS in the hope of improving user experience (Møller 2022), it is critical to understand
how users perceive NRS and how these perceptions relate to users’ trust in news
media. This is particularly important given the general widespread decline in trust in
news over the past few years in many Western democracies (Newman et al. 2023).

NRS are changing how news media select what information to present to users and,
thus, how news outlets interact with their audiences, offering several opportunities for
audiences. For instance, they can help users navigate high-choice information environ-
ments and information abundance and may improve user experience and engagement
(Beam and Kosicki 2014; Konstan and Riedl 2012; Lu, Dumitrache, and Graus 2020). Algo-
rithmic recommender systems may even increase diversity (Möller et al. 2018) or have
depolarizing effects if optimized for diversity (Heitz et al. 2022). Yet, NRS may also have
undesirable outcomes. The opaqueness of algorithms hinders users from recognizing
these systems and fully understanding how they work, leading to widespread misconcep-
tions about algorithms (Zarouali, Helberger, and De Vreese 2021). Despite a lack of empiri-
cal evidence, it is often claimed in public and political debates that algorithms may
negatively impact the diversity of citizens’ news consumption and contribute to filter
bubbles, polarization, or fragmentation of the public sphere (Ross Arguedas et al.
2022). Depending on whether users see many benefits in NRS or have major concerns,
the news media’s use of these systems could have both positive and negative effects
on user trust.

Research has yet to show how users perceive news media’s use of NRS and how this
relates to users’ trust in media outlets. Previous studies have investigated citizens’
general awareness of algorithmic decision-making (e.g., Dogruel, Facciorusso, and Stark
2022), misconceptions about algorithms in the media (Zarouali, Helberger, and De
Vreese 2021), and attitudes towards AI related to the news domain (Araujo et al. 2020;
Bodó et al. 2019; Monzer et al. 2020; Thurman et al. 2019). Users’ algorithmic appreciation
and trust in AI have also been studied in computer science (e.g., Logg, Minson, and Moore
2019; Toreini et al. 2020). Furthermore, a large strand of literature has investigated how
processes of digitalization affect trust in news and journalism (e.g., Fletcher and Park
2017; Tsfati 2010). Yet, only a few studies have investigated trust in AI (Araujo et al.
2020; Shin 2020) or media trust in connection with news personalization (Monzer et al.
2020; Thurman et al. 2019). Moreover, most existing research has focused on individual
countries, making it difficult to generalize the results outside a specific context (but see
Thurman et al. 2019).

In this study, we first examine to what extent users perceive specific media outlets to
use NRS in any form on their websites or apps, and how this perception relates to users’
algorithmic knowledge, perceived algorithmic skills, and use of algorithmic platforms for
news. Second, we analyze how perceived NRS use relates to users’ trust in information
coming from specific media outlets and how this relationship is moderated by benefits
and concerns that users perceive related to NRS. We investigate these questions from
an international comparative perspective by conducting a cross-sectional online survey
in five countries—the United Kingdom, the United States, Poland, the Netherlands, and
Switzerland.
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Audience Perceptions of NRS and Trust in News

A key function of news media lies in supplying citizens with the necessary information to
navigate their social and political environments. As experience or trust-based goods, the
value and credibility of such information are not immediately tangible but tied to users’
past experiences with and trust in news media. Generally, trust in news media can be
understood as the expectation of users (the trustors) that interactions with the news
media (the trustees) will yield benefits rather than losses in situations of uncertainty
(Strömbäck et al. 2020). Following Strömbäck et al. (2020, 149, emphasis in original),
we define trust in news media as “people’s trust in the information coming from news
media” and focus specifically on trust in individual media outlets.

An integral part of the media’s democratic function is filtering important facts from
unimportant ones, which leads to them selectively informing the public about issues,
events, or actors. This deliberate filtering in news reporting introduces an element of
risk for users who depend on news media as a reliable source. Therefore, Kohring and
Matthes (2007, 239) argue that “trust in newsmedia means trust in their specific selectivity
rather than in objectivity or truth.” Traditionally, this selectivity was exercised by journal-
ists based on editorial and professional criteria. What happens if this selectivity is sup-
plemented or replaced by algorithms in the form of NRS? Bodó (2021) argues that
technological transformations impact users’ trust in established institutions like the
news media. In what he calls technology-mediated trust, digital technology (re)mediates
exchanges where trust often arises, thereby subtly altering the established logics of trust
formation. Applied to NRS, if human curation is replaced by invisible or incomprehensible
machine learning models, it changes the way media and users interact, which may affect
users’ trust in news. As perceptions of and experiences with digital technologies play a
role in forming trust in and by those technologies (Bodó 2021), a closer examination of
users’ perceptions of and experience with NRS is vital to assess how such algorithmic tech-
nologies potentially affect users’ trust in news outlets.

User Perceptions of NRS Usage by News Media Outlets

The first question is whether users perceive that media organizations are using NRS and
what leads to that perception. In this study, we assess to what extent users believe news
outlets employ NRS by measuring users’ perception of NRS use, an approximation made by
the users themselves, which may not correspond to the actual level of NRS implemen-
tation. This perception, however, may be shaped by users’ understanding of the under-
lying algorithms and how they function and filter information, as well as by users’
experiences with other algorithmically compiled platforms.

To provide definitional (and measurement) clarity, we examine users’ understanding of
algorithms by measuring their algorithmic knowledge and perceived skills. Algorithmic
knowledge is defined as users’ understanding of how algorithmic systems actually work,
specifically, knowing that algorithms automatically personalize information based on col-
lected data, the nature of information processed by algorithms, and the influence on
encountered online content, including customization and prioritization based on past
behaviors (Dogruel, Masur, and Joeckel 2022). Perceived skills refer to users’ own esti-
mation of how well they can detect and understand algorithms, independent of factual
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accuracy. These more subjective perceptions of users’ understanding of algorithms often
build on their everyday use of algorithmic platforms (Gran, Booth, and Bucher 2021; Swart
2021). Thus, in this study, we use previous definitions to distinguish between users’ factual
understanding of how algorithmic recommenders in the news can be used (i.e., algorith-
mic knowledge) and users’ self-perceived algorithmic skills, which reflect their own assess-
ment of their ability to identify algorithmic recommender systems in action (de Vries,
Piotrowski, and De Vreese 2022).

Both algorithmic knowledge and perceived algorithmic skills may be important
influencing factors for the perception that news outlets use NRS. As Shin (2023) suggests,
users’ comprehension of algorithms determines the extent to which they can perceive
them. Although Shin (2023) argues this specifically regarding users’ assessment of algor-
ithms’ fairness, accountability, transparency, and explainability, this may apply more
broadly to the perception of algorithms’ presence. Individuals with higher algorithmic
knowledge may be more inclined to critically scrutinize news websites (Bhattacherjee
and Sanford 2006) and notice patterns indicative of algorithms at play, leading to a heigh-
tened perception of NRS use by news media outlets, if such systems are present on their
websites or apps. Therefore, we posit the following hypothesis:

H1a: Higher algorithmic knowledge is associated with a higher perception that news media
outlets use NRS.

Similarly, individuals’ subjective assessment of their algorithmic skills may influence their
perception of the presence and functioning of NRS within news media (Swart 2021). On
the one hand, similar to those with actual higher algorithmic knowledge, individuals who
perceive themselves as possessing advanced algorithmic skills are likely to engage in
detailed and critical thinking when evaluating information, as users with prior technologi-
cal expertise are more likely to carefully examine related information (Bhattacherjee and
Sanford 2006). On the other hand, users with higher perceived algorithmic skills may be
more susceptive to cues and patterns potentially associated with NRS, such as labels like
“recommended for you” or “more on this topic”, leading to an increased perception that
news outlets employ such systems. Thus, we hypothesize:

H1b: Higher perceived algorithmic skills are associated with a higher perception that news
media outlets use NRS.

In addition to knowledge and perceived skills, users’ perceptions of algorithms are
strongly shaped by their familiarity or personal experiences with algorithmic systems
(Bucher 2017; Gruber et al. 2021). As Eslami et al. (2015) argue, users extend their knowl-
edge from a known domain to an unknown domain and "use the analogy between these
two domains to infer the algorithm’s existence in the [unknown domain]” (158). Empiri-
cally, Powers (2017) shows that the more time users spend consuming news on Facebook,
the higher their perception of news personalization. Furthermore, Monzer et al. (2020,
1155) find that users often fail to distinguish between news media use of NRS and com-
mercial targeting of advertisements, and, thus, “users’ perception of news personalization
may be distorted by prior negative experiences with personalized advertising.” Therefore,
the use of algorithmically compiled platforms like social media for news may make users
more likely to transfer these experiences and, hence, to perceive such systems also on
news websites. Although most existing research has focused on algorithmic content
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recommendations on social media, this transfer of experiences may similarly apply to the
use of news aggregators. This leads to the following hypothesis:

H2: Higher use of algorithmically compiled platforms for news is associated with a higher per-
ception that news media outlets use NRS.

Perceived NRS Use and Users’ Trust in News Media Outlets

Theoretically, it has been argued that algorithms may affect trust in decision-making both
positively and negatively. On the one hand, people tend to perceive algorithms as more
objective, rational, and fair than humans (Dijkstra, Liebrand, and Timminga 1998), and
therefore trust recommendations by algorithms more compared to human recommen-
dations in several contexts (Araujo et al. 2020). This preference for algorithmic decision-
making is known as algorithmic appreciation (Logg, Minson, and Moore 2019). In contrast,
recommender systems can seem inscrutable (Yeomans et al. 2019) and people are less for-
giving of mistakes by algorithms than by humans (Araujo et al. 2020), which can result in a
loss of trust in algorithmic decisions and lead to algorithmic aversion (Dietvorst, Simmons,
and Massey 2015).

Initial empirical results also indicate that algorithmic recommendations can be both
positively and negatively associated with trust. Drawing on in-depth interviews with
media consumers across various countries, Aharoni et al. (2022) find that users associate
the perceived personalization of news environments through algorithmic filtering both
positively and negatively with trust in media. Some see algorithmic filtering as a trust-
worthy and valuable way of customizing information. Yet, others link algorithms to
biased and one-sided information and to distrust in information sources. Higher trust
in algorithms often coincided with a higher sense of personal agency and a preference
for diverse viewpoints. Thus, the perception that specific news media use NRS may
affect users’ trust in those outlets in both directions.

However, few studies have investigated trust in news specifically related to NRS, and
those that do focus on how media trust affects algorithmic appreciation. Thurman et al.
(2019) find that trust in news is positively related to appreciation for news selection by
algorithms. In contrast, Van der Velden and Loecherbach (2021) find a tendentially nega-
tive effect of media trust on algorithmic appreciation and, more specifically, that users
with very low and high levels of algorithmic appreciation for NRS have lower trust in
media than people with moderate algorithmic appreciation. Wieland, Von Nordheim,
and Kleinen-von Königslöw (2021) find no significant relationship between trust in news
and satisfaction with algorithmic recommendations. In addition to these partly contradict-
ing results, these studies focused on general attitudes towards algorithmic recommen-
dations as dependent variables and did not investigate trust in specific news outlets. So
far, trust in specific news outlets as a dependent variable has not been investigated in
relation to the (perceived) use of NRS, as we do in this study. This is relevant because
users’ trust in news outlets may be affected by their perception of whether NRS are
used by these specific outlets. Due to these theoretical and empirical contradictions
and the lack of research in this regard, we formulate the following open research question:

RQ1: How is the perceived NRS use by specific new outlets associated with trust in those
outlets?

JOURNALISM STUDIES 5



This ambivalence in the relationship between algorithmic recommendations and trust
further suggests that it may be moderated by additional factors. Specifically, it may
matter whether users consider NRS to be beneficial or concerning. Trust is rooted in
the trustor’s expectation that interactions with the trustee (in this case: news media
outlets) will lead to benefits rather than losses (Strömbäck et al. 2020; Tsfati 2010). Con-
sequently, users’ perceived benefits and concerns related to NRS may moderate the
relationship between perceived NRS use and trust in news. On the one hand, users
may see NRS as helpful in navigating high-choice media environments by saving them
time and offering news that is more aligned with their interests or potentially also
more diverse (Aharoni et al. 2022; Lim and Zhang 2022; Shin 2020). On the other hand,
algorithms are often non-transparent and unaccountable (Bodó 2021), and users fear
missing important or counter-attitudinal information, being manipulated or stereotyped,
and having their privacy violated (Joris et al. 2021; Monzer et al. 2020; Thurman et al. 2019;
Wieland, Von Nordheim, and Kleinen-von Königslöw 2021). If users primarily see benefits
in using NRS, their perceived adoption by news media could positively affect their trust in
news media. If, in contrast, user concerns prevail, the perceived use of NRS may lead to
lower trust in news outlets. Thus, we formulate the following hypotheses:

H3a: For users who perceive more benefits related to NRS, the perception of NRS use is associ-
ated with higher trust in news media outlets.

H3b: For users who perceive more concerns related to NRS, the perception of NRS use is
associated with lower trust in news media outlets.

Comparison Across Country Contexts

Perceptions of NRS use and their relationship with trust in news may additionally be
shaped by contextual factors. Although individual studies have comparatively investi-
gated users’ attitudes towards NRS (Thurman et al. 2019), it is not yet clear how percep-
tions of and attitudes towards NRS relate to broader macro-level aspects. To examine the
universality of correlations between individual-level factors and perceptions of NRS,
respectively trust in news outlets, our study compares five countries—the United
Kingdom (UK), the United States (US), Poland (PL), the Netherlands (NL), and Switzerland
(CH), which are all Western democracies but represent varying media systems, infor-
mation environments, and levels of technological innovation in the media sector.

Regarding the perception of NRS use, varying levels of technological innovation,
specifically of NRS adoption, across countries may be of particular importance. News
outlets in Switzerland and the Netherlands have been found to be rather cautious and
still in an experimental phase in the implementation of NRS (Bastian, Helberger, and
Makhortykh 2021; Blassnig et al. 2024). In Poland, although the public broadcaster
appears not to prioritize NRS (Van den Bulck and Moe 2018), larger outlets, often
owned by foreign corporations, are experimenting with NRS (Kreft, Fydrych, and Bogus-
zewicz-Kreft 2021). Among the five countries, news outlets in the US and UK have
implemented NRS most extensively (Bodó 2019; Kunert and Thurman 2019). Thus,
within these countries, it is assumed that NRS implementation is highest in the US and
UK and lowest in Switzerland and the Netherlands, with Poland in between. If NRS are
more extensively implemented by news outlets in a country, this should be reflected in
higher levels of their perceived use.

6 S. BLASSNIG ET AL.



Furthermore, structural differences in media systems and information environments
may be reflected in aggregated news use patterns. According to Newman et al. (2023),
around half of the respondents in the US (50%) and Poland (48%) use social media as a
source for news, whereas this share is distinctively lower in the UK (38%), the Netherlands
(39%), and Switzerland (39%). While no current figures on news aggregator use are avail-
able for the individual countries, the Reuters Digital News Report indicates that the use of
news aggregators in Europe is substantially lower than in Asia or North America, but
higher in Poland than in the Netherlands and Switzerland (Fletcher et al. 2015;
Newman et al. 2023). Similarly, structural differences in digital news environments
could be related to varying degrees of algorithmic knowledge and perceived algorithmic
skills, but comparative data are lacking in this regard. Yet, a structural indicator could be
the degree of digitalization and innovation orientation within societies. Within our sample
of European countries, the Netherlands is ranked highest and Poland lowest in the EU
digitalization ranking (EU 2023). The World Digital Competitiveness Ranking also places
the US, the Netherlands and Switzerland in the top five, while the UK is ranked 20th
and Poland 40th (IMD 2023).

To explore country variation in the perceived NRS use, we formulate the following
research question:

RQ2: How does the perception that news media outlets use NRS vary across countries?

Furthermore, it is crucial to examine if the hypothesized relationships between individual-
level characteristics and the perception of NRS use are consistent in direction and
strength across different country contexts. Since these mechanisms have not yet been
analyzed across countries, we pose a research question related to the first two
hypotheses:

RQ3a: How does the relationship between individual-level characteristics and the perception
of NRS use (H1a, H1b, H2) vary across countries?

Similarly, we want to investigate whether the relationship between the perceived NRS use
and trust in news outlets and the hypothesized moderation effects of perceived benefits
and concerns are consistent across varying structural contexts.

Concerning media systems, levels of journalistic professionalism and general trust in
news could matter for the relationship between perceived NRS use and trust in specific
news outlets. Elevated levels of journalistic professionalism as well as trust in public
broadcasting and well-established news institutions could result in increased skepticism
towards NRS, and, consequently, lower trust in media organizations perceived as using
NRS. Switzerland and the Netherlands are considered democratic corporatist media
systems with a highly professionalized commercial press and strong public broadcasters.
In comparison, the US, the UK, and Poland exhibit lower state support, lower journalistic
professionalism, and lower inclusivity in the media market (Humprecht et al. 2022). Fur-
thermore, Dutch media users exhibit the highest overall trust in news. Swiss and Polish
users have similar medium levels of general media trust, but trust in public broadcasting
is particularly low in Poland. Among the five countries, general trust in news is lowest in
the US and the UK, although the BBC is still highly trusted (Newman et al. 2023). In
countries like the Netherland and Switzerland, where trust in traditional media and
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journalistic professionalism are high, there could be heightened concerns towards algo-
rithmic news recommenders and, thus, more negative effects of perceived NRS use on
trust.

Higher levels of NRS adoption in a country may further increase users’ sensitivity to the
potential benefits and drawbacks of NRS, as users may encounter NRS more regularly in
their media use. Similarly, countries possessing greater familiarity with new technologies
may be more likely to engage in public debates about them, fostering ambivalent or
divergent public perceptions. Thus, the hypothesized interaction effects may be stronger
in countries with higher levels of NRS adoption and degrees of innovation orientation,
such as the US.

Because the specific implications of these contextual conditions on the hypothesized
mechanisms are still difficult to predict, we ask:

RQ3b: How does the relationship between individual-level characteristics and trust in news
media outlets (RQ1, H3a, H3b) vary across countries?

Figure 1 summarizes our conceptual framework.

Method

We conducted a cross-sectional online survey (n = 5079) in the UK (n = 1010), the US (n =
1006), Poland (n = 1012), the Netherlands (n = 1026), and Switzerland (limited to the
German-speaking part, n = 1025), aiming for representative samples regarding age (18
+), gender, and region. Data was collected between September 6 and October 16,
2022.1 Ethical approval for the study was provided by the University of Zürich ethics com-
mittee (No. 22.6.3). The study was pre-registered prior to receiving the data.2 The prere-
gistration, questionnaire, and a detailed fieldwork report can be found in the
supplementary material.

Sample

In all countries, participants were recruited by the international research company Kantar
through online panels. In the Netherlands, invitations were sent out to an actively

Figure 1. Conceptual model.
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recruited panel (n = 3236), with a net response of 32%. In the UK, US, Switzerland, and
Poland, actively managed panels that are portal-driven were used, meaning that partici-
pants did not receive a personal email invitation, and, therefore, no exact response rate
can be calculated. The success rates based on the number of respondents that entered
the questionnaire were 36% for the UK, 66% for the US, 80% for Switzerland, and 53%
for Poland. The average time to complete the questionnaire was 18 minutes (UK: 16.1
min, US: 18.2 min; NL: 19.2 min, CH: 16.1 min, PL: 20 min).

The final sample consists of n = 5079 participants (UK: 1010, US: 1006, NL: 1026, CH:
1025, PL: 1012), of whom 50.52% are female, and the mean age is 47 (SD = 17.09). The
research company failed to meet the criteria for age quotas, resulting in an overrepre-
sentation of younger age groups in all countries except the Netherlands. Data from
all other countries is representative for the ages of 18–65 (while the Netherlands
is representative for the ages of 18–993). Regarding education, 13.82% report
primary or lower secondary school, 40.97% higher secondary or short tertiary
education, and 44.06% tertiary education as their highest educational qualification
attained. Table A in the Appendix contains descriptive statistics for all variables per
country.

Measures and Descriptives

Dependent Variables
For both dependent variables, participants were presented with a list of seven to nine
country-specific news outlets (see Table 1) and indicated the perceived NRS use as well as
their trust for each of those outlets. The outlets were selected with the help of country
experts in terms of their reach, type, and political orientation so that they represent func-
tional equivalents across the countries as well as reflect the specific media markets as
well as possible.

Perception of NRS use of specific news outlets is measured with a self-developed item
asking participants to what extent they think the specific news brands use NRS on their
websites or in their apps on a scale from 1 = not at all to 7 = extensively. Participants
are presented an explainer for NRS beforehand and instructed that for this question,
we are interested in their estimation. The mean perceived NRS use across all news
outlets and countries is 4.40 (SD = 1.23), indicating that, on average, respondents
believe that most news outlets use NRS at least to some extent.

Table 1. Country-specific news outlets.
UK US PL NL CH

Public broadcaster BBC News NPR TVP NOS SRF
Private broadcaster Sky News CNN News TVN RTL nieuws blue news
Legacy print (left-
leaning)

The Guardian The New York Times/
Washington Post

Gazeta
Wyborcza

NRC Tages-
Anzeiger

Legacy print (right-
leaning)

The
Telegraph

The Wall Street Journal Rzeczpospolita Volkskrant Neue Zürcher
Zeitung

Tabloid/ mass-
market

Metro USA Today Fakt AD 20 Minuten
DailyMail New York Post Super Express Telegraaf Blick

Digital-native Huffington
Post

Huffington Post Onet.pl NU Watson
Yahoo! News Wirtualna

Polska
De
Correspondent

Republik

JOURNALISM STUDIES 9



Trust in individual news media outlets is measured building on Strömbäck et al. (2020)
using a single item for each specific news outlet, asking participants how trustworthy they
would say political information from the respective source is (Scale: 1 = completely
untrustworthy to 7 = completely trustworthy). On average, participants tend to trust
the listed media outlets (M = 4.24, SD = 1.67).

Independent and Moderator Variables
Algorithmic knowledge is measured using six items based on De Vries, Piotrowski, and De
Vreese (2022), for which participants indicate whether the statements are true [T] or false
[F]: (a) “some websites and apps for news use algorithms to recommend articles for me”
[T], (b) “websites and apps for news show the same content to everyone” [F], (c) “some
decisions about the content of websites and apps for news are automatic, without a
human doing something” [T], (d) “my online behavior determines what is shown to me
on some websites and apps for news” [T], (e) “some websites and apps for news make
reading recommendations for me based on what articles I have read before on that
website” [T]. The items are recoded as dummy variables indicating whether the partici-
pants’ answers are correct (1) or not (0) and combined into a sum index with a range
of 0–6 (α = 0.75, M = 3.51, SD = 1.92, Min = 0, Max = 6).4

Perceived algorithmic skills are measured based on De Vries, Piotrowski, and De Vreese
(2022), using four items. Participants have to indicate to what extent they recognize them-
selves on a scale from 1 = completely untrue to 7 = completely true in the following state-
ments: (a) “I have a basic understanding of how algorithmic recommender systems work
on online platforms”, (b) “I recognize when a website or app uses algorithmic systems to
adjust the content to me”, (c) “I recognize when specific content is recommended to me
by an algorithmic recommender system”, (d) “When I get content recommendations on
online platforms, I can usually assess why I am being recommended that content.”
These four items are combined into a mean index (α = 0.84, M = 4.44, SD = 1.41).

Use of algorithmically compiled platforms for news is measured by asking participants
how often they receive information about political news and societal issues on a scale
from 1 = never to 7 = very often from (a) social media (M = 4.18, SD = 2.20) and (b) news
aggregators (M = 3.64, SD = 2.10). As the two indicators empirically only have a moderate
correlation (r = 0.43, p < .001) and reliability (Spearman Brown = 0.59), they are used sep-
arately in the subsequent statistical analyses.

Perceived benefits of NRS are measured using six self-developed items based on Bodó
et al. (2019), Joris et al. (2021), and Thurman et al. (2019). Participants are asked to what
extent they agree (Scale: 1 = strongly disagree to 7 = strongly agree) that algorithmic
news recommendations may (1) “save me time looking for relevant content,” (2) “help
me skip content that I have already read,” (3) “help me weed out irrelevant news
content,” (4) “help me discover new topics and viewpoints,” (5) “help me discover
content I would have otherwise missed,” (6) “help me diver deeper into topics that inter-
est me.” Since a confirmatory factor analysis (CFA) indicates that all six items load on one
factor (χ2 = 381.70, df = 9, p = 0.00, CFI = 0.98, RMSEA = 0.099), they are combined into a
mean index (α = 0.93, M = 4.2, SD = 1.5).

Concerns related to NRS are measured using nine items self-developed based on Bodó
et al. (2019), Joris et al. (2021), Thurman et al. (2019), Wieland, Von Nordheim, and Kleinen-
von Königslöw (2021), and Monzer et al. (2020). Participants are asked to what extent they
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agree (Scale: 1 = strongly disagree to 7 = strongly agree) that algorithmic news rec-
ommendations may (1) “make me miss out on challenging viewpoints,” (2) “make me
miss out on important information,” (3) “place my privacy at greater risk,” (4) “place
society at a greater risk of undue manipulation,” (5) “cause society to lose its ability to
make independent decisions about its information consumption”, (6) “make society less
tolerant of other opinions,” (7) “lead to a lack of common ground for discussion”, (8)
“mean that I get a false impression of the mood of the country,” (9) “mean that I get
wrongly stereotyped.” Since a CFA indicates that all nine items load on one factor (χ2
= 387.57, df = 27, p = 0.00, CFI = 0.98, RMSEA = 0.059), they are combined into a mean
index (α = 0.93, M = 5.0, SD = 1.3).

Control Variables
The sociodemographic variables, age (in years), gender (recoded into 1 =male, 0 = female
or non-binary), and education (recoded into 1 = low, 2 =medium, 3 = high based on
ISCED) are measured through self-report.

Use of specific news outlets is measured using a single item asking participants how
often they get information about political news and societal issues from the websites
and/or apps of each of the country-specific media brands listed in Table 1 on a scale
from 1 = never to 7 = very often (M = 3.44, SD = 2.14).

Political orientation is measured as left-right orientation (M = 5.29, SD = 2.36, Scale: 0 =
left to 10 = right).

Analysis Approach

As described above, we asked participants to indicate their perceptions about media
outlets’ use of NRS and their trust for seven to nine country-specific media outlets (see
Table 1). Therefore, we disaggregate the data so that each case in the data set represents
the assessment of one participant regarding one media outlet (n = 40,628). Since this data
set includes repeated measures for participants, we use linear regression models with
varying participant intercepts using nlme in R for all analyses (Pinheiro et al. 2023).

To test H1 and H2, we estimate such a model with the perceived use of NRS by news
outlets as dependent variable and algorithmic knowledge, perceived algorithmic skills,
social media use, and news aggregator use as independent variables. Since previous
research indicates that sociodemographics correlate with algorithmic knowledge (Zar-
ouali, Helberger, and De Vreese 2021), we add age, gender, and education as control vari-
ables. We also control for use of the specific news outlets, because users may find it easier to
assess NRS use for media that they use regularly. Additionally, to explore variation in NRS
perception across countries (RQ2), we add the countries as dummy variables to the
regression model. Figure 2 visualizes the regression effects of this model; the full
model is displayed in Table C in the Appendix. To explore RQ3a, we run the model sep-
arately for all countries.

To examine RQ1, H3a and H3b, we again calculate a linear regression model with
varying intercepts, but with trust in individual media brands as dependent variable. Inde-
pendent variables are the perceived use of NRS, perceived NRS benefits, NRS-related con-
cerns, as well as interaction terms between perceived NRS use and benefits and
concerns, respectively. Since sociodemographic characteristics have been shown to
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correlate with attitudes towards NRS (Bodó et al. 2019; Joris et al. 2021; Thurman et al.
2019) and trust in news (Fawzi et al. 2021), we again control for age, gender, and education.
We additionally control for political orientation, which has been shown to matter for trust
in news (Fawzi et al. 2021), and use of the specific news outlet, because trust is usually
higher for outlets that users use regularly (Newman et al. 2023). Table D in the Appendix
displays the full regression model. Figure 3 plots the coefficients and confidence intervals.
To explore RQ3b, we again run the model separately for all countries.

For both models, we test that the varying intercept models have a better fit than stan-
dard linear regressions, and that the models fulfill the statistical assumptions. These
model diagnostics as well as additional analyses and robustness checks can be found
in the supplementary material.

Figure 2. Regression model with varying participant intercepts predicting the perceived NRS use by
news outlets.
Note. Regarding country differences, Switzerland is used as baseline in the model.
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Findings

Perception of NRS Use by News Media (H1, H2, RQ2, and RQ3a)

We first examine whether algorithmic knowledge, perceived algorithmic skills, and the
use of algorithmically compiled platforms (social media and news aggregators) predict
the extent to which users perceive that media outlets use NRS (Figure 2). Providing
support for H1a and H1b, algorithmic knowledge and perceived algorithm skills have sig-
nificant positive effects on the perception that news outlets use NRS. Users are more likely
to perceive that news outlets make use of NRS extensively, the higher their algorithmic
knowledge and their perceived algorithm skills are. Regarding the use of algorithmically
compiled platforms for news, news aggregators have a significant positive effect on the
perception that news outlets use NRS, whereas social media have no significant effect on
the 5% α-level. These findings partly support H2, which predicts that users are more likely

Figure 3. Regression model with varying participant intercepts predicting trust in specific news
outlets.
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to perceive that news outlets make use of NRS, the more users rely on algorithmically
compiled platforms. However, this is only true for news aggregators, not for social
media. Regarding country differences in the dependent variable (RQ2), the use of NRS
is perceived to be highest in the US, followed by Poland and the UK and lowest in the
Netherlands and Switzerland (baseline in the model).

The country-specific models used to test whether H1 and H2 hold across countries
(RQ3a) show that the direction of effects for algorithmic knowledge, perceived skills,
and news aggregator use are consistent with our expectations across countries (Figure
A in the Appendix). However, use of news aggregators has no significant effect in Switzer-
land, the Netherlands, and Poland, whereas the effect of algorithmic knowledge is not sig-
nificant in Poland. Use of social media has a significant negative effect in the US, a
significant positive effect in the UK and the Netherlands, and no significant effect in
Poland and Switzerland.

Perception of NRS Use and Trust in Media Outlets (H3, RQ1 and RQ3b)

Next, we focus on the model predicting trust in specific news outlets (Figure 3). There is a
significant negative main effect of the perceived NRS use on trust in media outlets (RQ1).
However, as expected in H3a and H3b, participants’ perceived benefits and concerns
related to NRS moderate this relationship. Perceived benefits have a significant negative
main effect on trust in media outlets and a significant positive interaction with perceived
NRS use. In contrast, NRS concerns have a significant positive main effect and a significant
negative interaction with perceived NRS use.

To further interpret these interactions, Figures 4 and 5 plot the marginal effects of
the interaction terms, comparing the relation between perceived NRS use and trust in
media outlets for mean, high (+1 SD), and low (−1 SD) levels of perceived benefits,
respectively concerns. Figure 4 shows that the effect of perceived NRS use on trust
in media outlets is negative for all three levels of perceived benefits. However, the
slope of the effect is steeper for users who perceive that NRS have fewer benefits.
For users who see more benefits in NRS, perceived NRS use is associated with
higher trust in individual news media outlets than for users who perceive fewer
benefits. As Figure 5 shows, perceived high use of NRS by media outlets is related
to lower trust in media outlets, regardless of the level of NRS concerns. However,
the slope of the effect is more negative for people with high NRS concerns than
for people with low NRS concerns. Moreover, when users perceive a low NRS use
by media outlets, their trust in news outlets is higher the more concerns users per-
ceive related to NRS. These findings partly confirm H3a and H3b. However, regardless
of the perceived concerns and benefits of NRS, trust is lower in media outlets that are
believed to make a high use of NRS than for media who are believed to not use NRS.
To summarize, the negative relation between perceived NRS use and trust in news
media outlets is more pronounced among users who perceive fewer benefits of
NRS or have greater concerns about them. Furthermore, trust in media outlets with
a high perceived NRS use is significantly higher among users who see more
benefits in NRS.

Estimating the regression model predicting trust in news outlets separately for each
country (RQ3b) shows that the positive interaction of the perceived use of NRS with
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Figure 5. Marginal effects of the interaction between the perceived NRS use by media outlets and
concerns related to NRS.

Figure 4. Marginal effects of the interaction between the perceived NRS use by media outlets and
perceived NRS benefits.
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perceived NRS benefits and the negative interaction with NRS concerns persist in all five
countries (see Figure B in the Appendix). However, as Figures 6 and 7 show, the marginal
effects of the interaction vary slightly between countries, which will be addressed further
in the discussion.

Figure 6. Marginal effects of the interaction between the perceived NRS use by media outlets and
perceived NRS benefits separately per country.

Figure 7.Marginal effects of the interaction between the perceived NRS use by media outlets and NRS
concerns separately per country.
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Discussion

Generally speaking, users seem to believe that news media outlets use NRS relatively
extensively. In line with our expectations, those who actually know more about the algor-
ithms (algorithmic knowledge) and are more confident in their ability to spot them (algo-
rithmic skills) also have the highest perception of NRS use in the media across countries.
Furthermore, the country differences in perceived NRS use by media outlets—highest in
the US, followed by the UK and Poland, and lowest in Switzerland and the Netherlands
—are largely in line with recent research on actual NRS implementation in these countries
(Bodó 2019; Kreft, Fydrych, and Boguszewicz-Kreft 2021; Kunert and Thurman 2019; Van
den Bulck and Moe 2018), suggesting that users’ perception of NRS use may be an
approximation of actual implementation. These results imply that those users who are
most confident about their algortihmic skills are also most likely to perceive NRS being
implemented in the news media.

Users also seem to transfer their experiences with algorithmically compiled content on
other platforms (Bucher 2017; Gruber et al. 2021) to online news outlets, but more so from
news aggregators than from social media. However, these individual-level relationships
vary across countries, suggesting that structural differences in digital media environments
play a role. The finding that news aggregator use has a significant positive effect only in
the US may be explained by the fact that, according to our data, the use of news aggre-
gators in the US is above average compared to the other four countries. However, the
varying effects of social media use are not consistent with general differences in the
extent of social media use across countries and, therefore, need further investigation.
The difference between aggregators and social media may lie in the format of the plat-
forms. Aggregators could be perceived as more similar to news websites and more
obviously based on algorithms than social media, especially if the aggregator algorithms
are interactive and, for example, make recommendations for relevant articles based on
explicit prompts.

Higher perceived NRS use is overall associated with lower trust in news media outlets.
However, as expected, perceived benefits and concerns related to NRS moderate this
effect. Although these findings are largely consistent across countries, there are some
differences in the interaction effects: In the US, UK, and Poland, trust in media outlets is
not influenced by perceived use of NRS among users who see high benefits in NRS,
while among users who see fewer benefits, the perception of extensive use of NRS is
associated with lower trust in the news media. In contrast, in the Netherlands and Switzer-
land, the perception that media outlets use NRS extensively is related to lower trust in
media outlets, regardless of the perceived NRS benefits or concerns. As the level of
NRS adoption by media outlets seems to be more advanced in the US, UK, and Poland
compared to the Netherlands and Switzerland, this could indicate that perceived
benefits and concerns become a more relevant explanatory factor for trust in media
outlets the more common such systems are. Alternatively, it could be that in media
systems with high journalistic professionalism and typically high trust in traditional
news institutions, like Switzerland and the Netherlands, users associate trust in news
more strongly with journalistic curation. However, these assumptions need to be
further investigated using larger country samples.
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Our findings have several practical implications for journalism studies and media
organizations. They indicate that NRS could potentially undermine trust in media, particu-
larly if users do not see their benefits or have predetermined high concerns. These tech-
nological systems change the selectivity of news media and, thus, an integral aspect of
how news media establish trust with users (Bodó 2021; Kohring and Matthes 2007). If
users see more potential losses than benefits associated with NRS, for example, due to
their lack of transparency and unaccountability or due to persistent fears of filter
bubbles (Aharoni et al. 2022; Bodó 2021), this could negatively impact users’ trust in news.

Thus, at first sight, the results may reaffirm news media in their often still cautious atti-
tude towards NRS. It is evident that users have a high perception of NRS use in the media
and that this perception is overall correlated with lower trust in the media. This indicates
that news media outlets have to be cautious in their (further) implementation of NRS and
address users’ negative assoications with those recommender systems from the outset.
Thus, it seems sensible that particularly public broadcasters or subscription-based
legacy media like the Washington Post or Neue Zürcher Zeitung in Switzerland try to
incorporate traditional journalistic values and more long-term goals into NRS, for
example, by including editorial criteria in the algorithms, optimizing NRS for diversity
of topics and viewpoints, and being transparent about such decisions (Bastian, Helberger,
and Makhortykh 2021; Blassnig et al. 2024; Bodó 2021). It will be crucial for news outlets to
establish new institutional mechanisms that foster trust (Bodó 2021), in order to improve
users’ brand perceptions with the implementation of NRS. Going forward, such insti-
tutional trust-building mechanisms could lie in the responsible implementation of NRS,
for example, enhancing diversity, increasing algorithmic knowledge, and creating trans-
parency (Elahi et al. 2022). Considering our findings, transparency can be a double-
edged sword, though, as the disclosure that news media use NRS could negatively
affect trust. However, explaining how and why news media use NRS and clearly differen-
tiating the algorithmic recommendation of content from personalized ad targeting could
also foster trust, and improve brand perception. Particularly, it could prove important to
explain the benefits of NRS to users and address their concerns. Thus, positive views of
NRS may alleviate potential negative effects of NRS use on trust, particularly if NRS
become more common, as the results for the US, UK, and Poland indicate. These differen-
tial effects should be investigated further.

Limitations and Future Research

Our study has some limitations. First, as our analyses are based on cross-sectional
data, we cannot make causal claims. For example, it could also be that users perceive
NRS use to be higher for outlets they generally trust less. However, this would not
substantially change our interpretation of the results. Future research should further
investigate the relationship between perceptions of NRS and trust in news outlets
over time or in experimental settings to better explore the causal relationships.
Second, despite our comparative approach, our findings are based on a small selec-
tion of Western democracies, limiting the generalizability of our findings. Investi-
gations across larger country samples and particularly non-Western countries could
more systematically identify relevant context factors. Third, NRS are an emerging
and rapidly developing technology, and it is difficult to assess to what extent
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individual news media outlets are currently using such systems across countries. As a
clear benchmark is lacking, it is difficult to say whether the perceived NRS use corre-
sponds to reality or is an over- or underestimation by users. By combining user-
focused and producer-focused research approaches, future studies could more accu-
rately compare users’ perceptions of NRS use with the actual implementation of
NRS by news media outlets. Finally, since we rely on survey data, we base our con-
clusions on users’ self-reports. Future research could investigate whether and how
perceptions of NRS influence citizens’ information behavior by combining survey
data with behavioral or observational data.

Conclusion

As media outlets increasingly experiment with NRS, it is important to investigate users’
perceptions of such systems. Because trust in their selectivity is an integral aspect of
trust in news media (Kohring and Matthes 2007), supplementing or replacing editorial
curation with algorithmic selection may change the established logic of trust building
between users and the media (Bodó 2021). Our study contributes to existing research
by examining users’ perceptions of NRS use and their relationship with trust in news
for a broad spectrum of specific media brands and five Western countries with varying
media systems, information environments, and levels of NRS adoption. For NRS to
impact users’ trust in news outlets, users first need to perceive that news media use
such algorithmic systems. Our findings indicate that users assess the level of NRS
implementation by news media based on their algorithmic knowledge, perceived skills,
and experience with other platforms. Furthermore, users’ perceptions of NRS use may
negatively influence trust in news media outlets, but it matters how users evaluate the
benefits and concerns of these systems. Our study highlights the importance of consider-
ing audience perceptions of NRS, particularly their perceived benefits and concerns, when
examining trust in news. In practical terms, it suggests that media organizations should be
responsible and transparent in their use of such systems to avoid misperceptions of their
NRS use, emphasize the benefits of NRS, and thus maintain user trust.

Notes

1. The main data collection period was between September 6 and 18, 2022. From these initially
recruited 5063, 324 participants who failed an attention check and completed the survey in
less than three minutes were excluded to ensure response quality. Therefore, n = 340 partici-
pants were additionally recruited by Kantar between October 10 and 16, 2022.

2. This article corresponds to ‘Paper 1’ in the preregistration (Table E in the Appendix docu-
ments deviations).

3. We control for age in all analyses and age has no significant effect on the dependent
variables.

4. For all indices, Cronbach’s α scores per country are reported in Table B in the Appendix. For
newly developed scales, we also report confirmatory factor analyses.
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