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Abstract

The primary goal of an information retrieval (IR) system is to satisfy user’s in-
formation need. Recently, with the recent rise in development of conversational
assistants, conversational search, also referred to as conversational information
retrieval (CIR), has gained significant attention from research community. While
the primary goal of a CIR system is the same, conversational setting, however,
poses significant challenges compared to traditional ad hoc search. For exam-
ple, CIR system needs to keep track of the conversational context and previous
user utterances, as the user can refer to conversational history at any point in a
conversation. Moreover, CIR is often carried out in limited-bandwidth scenarios,
such as voice only or mobile search, thus requiring appropriate user interfaces.
Mixed initiative, paradigm, where search system can be proactive and take ini-
tiative at any point in our conversation, first, some potential solutions to the
aforementioned challenges.

This dissertation is presented in two parts. First part deals with modeling spe-
cific tasks in mixed-initiative conversational search. Specifically, we address the
issue of constructing clarifying questions with the purpose of elucidating user’s
underlying information need. To this end, we propose a novel method for gen-
erating clarifying questions, based on query facets. Further, we analyze the pos-
sibility extracting the facets from a list of documents retrieved in response to the
initial query. The findings show promising direction for clarifying question con-
struction in conversational search. We additionally address the issue of provid-
ing appropriate responses in a conversational setting. To this aim, we propose an
entity-based response rewriting approach, which provides explanation of salient
entities (or offers the user to learn about them in a follow-up question), thus
making the response self-contained.

The second part of dissertation concerns itself with user simulation. Eval-
uation of conversational search systems is arduous. The challenge arises from
the fact that usually expensive and time-consuming user studies are required
to properly evaluate our system. User simulation presents itself as a solution
to this problem, as the simulator assumes the user role in its interaction with
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the system. For example, simulated user should be able to express its informa-
tion need through queries, answer clarifying questions, and provide feedback to
system’s response. In this dissertation, we present novel large language model
(LLM) based approach to user simulation for conversational search. Specifically,
we first design a simulator capable off, given an information need description,
answer potential clarifying questions posed by the search system. Moreover, we
expand on this approach by proposing an extension, capable of multi-turn in-
teractions and able to provide explicit feedback. We show that our simulated
user can be used for interactions with conversational search systems and help in
their evaluation. Further, we demonstrate the effectiveness of our approach by
conducting human annotation to show that author and says generated by dis-
simulator are both useful and natural. Finally, we discuss applications of our
approach and possible extensions for future work.
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Chapter 1

Introduction

The primary goal of an information retrieval (IR) system is to satisfy a user’s
information need. The same is true for conversational search systems, which aim
to meet user’s information need through multi-turn dialogue. With the recent rise
of conversational assistants, like Siri, Alexa, and Cortana, conversational search
has gained in popularity in the research community. However, conversational
search poses additional challenges compared to the traditional ad hoc IR systems.
For example, the system needs to track the state of the conversation, as users can
reference to their past utterances at any point of the interaction with the system.
Moreover, as conversational search system is usually able to express only limited
amount of information to the user, due to the nature of conversations, there is
a need for designing appropriate interfaces by constructing concise responses or
clarifying the user’s information need.

A mixed-initiative paradigm, where the conversational search system is proac-
tive and can at any point in the conversation prompt the user with a question or
suggestion, offers potential solutions to the aforementioned challenges [Radlin-
ski and Craswell, 2017]. Specifically, the mixed-initiative conversational search
(MICS) system can elucidate the underlying information need by asking clar-
ifying questions to the user [Braslavski et al., 2017]. The first objective of this
dissertation is to address the problem of asking clarifying questions, by proposing
methods for selecting, generating, and processing clarifying questions. Further,
we explore the design of system’s responses, with an aim of making them more
accessible to users in a text-based conversational setting.

An open research direction in MICS systems, and other conversational sys-
tems in general, is their evaluation [Fu et al., 2022]. The challenge arises from
the fact that time-consuming and expensive human evaluation of such systems
is required for the appropriate assessment of the system’s performance [Deriu
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et al., 2021]. Recently proposed offline evaluation methods attempt to mitigate
the need for human intervention; however, they remain limited to single-turn in-
teractions or predefined conversational trajectories, thus not capturing the par-
ticulars of real world scenarios. User simulation aims to address the evaluation,
as one of the key bottlenecks in progress of conversational search, by assuming
the role of a real user in the interaction with the MICS system [Balog, 2021]. The
second objective of the dissertation is to design user simulation methods capable
of reliable and natural multi-turn interactions with a variety of MICS systems.

1.1 Conversational Search

Traditional ad hoc IR systems aim to satisfy user’s information need by retrieving
documents relevant to the user’s query from a collection of such resources. An IR
system does so by retrieving relevant documents from a large collection of such
resources. The collection can be made up of any types of objects, but in general,
and in this document, we consider the collection to be constituted of textual
documents. In modern IR systems (e.g., search engines like Google, Bing, and
Baidu) users represent their information need with several descriptive keywords,
constructing a query. The IR system searches for the documents in it’s collection
that are likely to be relevant to the given query. Several main challenges arise
in the described ad hoc retrieval paradigm. For example, we need to process
the documents in our collection and store them in a easily accessible format,
formulate a mapping function from a query to a document, and design a user-
friendly interface for presenting the retrieved results.

Conversational search is an IR paradigm where users issue queries in a con-
versational form, either by voice or in a chat-like text [Anand et al., 2020]. The
goal of a conversational search system is still to satisfy the underlying user infor-
mation need, but several new challenges arise compared to ad hoc retrieval. For
example, the user can at any point reference back some aspects of the conversa-
tional history. Thus, the system needs to keep track of the state of the conversa-
tion over multi-turn interactions and successfully deal with coreferences [Vaku-
lenko et al., 2021] and topical shifts [Mele et al., 2020], among others.

Conversational search systems are frequently being used for acquiring new
knowledge [Gadiraju et al., 2018]. However, while traditional search interfaces
offers users to follow hyperlinks, scroll through a list of documents, or consult
knowledge panels in search engine results pages in order to learn about certain
concepts they might be unfamiliar with [Eickhoff et al., 2014], such opportunity
is taken away in conversational setting due to the limited bandwidth interface. In



3 1.1 Conversational Search

limited-bandwidth scenarios, such as mobile or voice-only search, there is a need
for an appropriate interface with the user [White, 2016], since we are usually
able to present only a few, or even only one result to the user. The system’s
responses to user’s queries therefore need to be concise and information-dense,
a challenge we address by rewriting system’s responses with an aim to make
them understandable to wide audiences [Sekulić et al., 2024]. Another prevalent
approach to ensuring satisfactory user experience is asking clarifying questions
to elucidate users information need, so that the system is able to provide more
accurate responses, not overwhelimg the user with irrelevant information in the
process [Radlinski and Craswell, 2017]. We discuss this challenge in greater
detail in the next section.

This dissertation centers primarily on conversational search, also referred to
as conversational information retrieval (CIR). While our primary emphasis lies
in the topics around conversational search, we touch on various types of conver-
sational AI, highlighting the distinctions between them. This discussion extends
to diverse approaches to conversational information access (CIA) [Zamani et al.,
2022], such as conversational question-answering (Q&A) [Choi et al., 2018],
conversational search, as well as task-oriented dialogue (TOD) systems [Zhang
et al., 2020b]. Conversational information access refers to the process of retriev-
ing information through conversation in natural language [Zamani et al., 2022].
It involves leveraging conversational interfaces and techniques to interact with
information systems, databases, or other repositories in a manner that mimics
human conversation. Detailed distinction between different conversational sys-
tems is presented in Chapt. 2.

Figure 1.1 shows an example of user’s interaction with a conversational search
system, with individual actions taken by each participant noted. In the presented
case, the user’s information need involves learning about the estimated number
of coral reefs left on Earth. After the user initiates a conversation with a query,
conversational search system can either provide a response or, as in this case, ask
the user a clarifying question with a goal of elucidating their need. The system is
further required to take into account user’s answers and their explicit feedback,
in order to finally provide a satisfactory response.

Through this example, we point out several challenges of the conversational
paradigm, compared to the ad hoc IR. First and foremost, the system needs to
keep track of conversational context and adjust its responses accordingly, lead-
ing to a natural evolution of the dialogue. For example, user’s third utterance
“That’s not what I asked. How many of them are left?”, refers to coral reefs with
a pronoun them, which requires the system to comprehend the utterance with
the conversational history taken into account and therefore deduct that “them”
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Figure 1.1. Example interaction between a user and a conversational search
system.

refers to “coral reefs”. The system then, usually, reformulates the query to an
information-dense form with such coreferences resolved (e.g., “How many coral
reefs are left?”).

Additionally, the system can at any point ask a clarifying question, which
we analyze in greater depth in the next section, and thus needs to decide on
the appropriate timing and the necessity of asking such a question, as well as
on its content. When presenting the information to the user, the system needs
to be attentive to the user’s search interface, which, as mentioned, is often of
limited bandwidth. Therefore, system’s responses should be concise. Common
approaches to achieving this include generating such a response based on the list
of documents retrieved from a given collection [Vakulenko et al., 2022, Owoicho
et al., 2022]. The response is thus both grounded in existing collection and of
appropriate length for a conversational setting. In this dissertation, we present
multiple studies, where some include the response generation module, while
other do not, thus focusing solely on the task of retrieving the specified list of
passages from the collection.

1.2 Mixed-Initiative Conversational Search

A mixed-initiative paradigm of conversational search offers potential solutions to
some of the aforementioned challenges [Radlinski and Craswell, 2017]. Under
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this paradigm, MICS system can at any point take initiative and prompt the user
with a question or a suggestion [Walker and Whittaker, 1990]. One of the most
prevalent use cases of mixed-initiative is clarification [Braslavski et al., 2017], as
users often submit ambiguous or faceted queries to IR systems. For example, a
user who wants to find information about different species of kiwi birds, might
issue a query “kiwi” to a modern search engine. However, as “kiwi” can refer to
a fruit, a bird, an airline, a New Zealander, and more, it is thus unclear to an
IR system which documents to present to the user. Ad hoc retrieval in search en-
gines tackle the issue by result diversification [Jiang et al., 2015], i.e., presenting
several documents for each of the query facets. However, conversational search
system does not have that luxury, and should therefore clarify the user informa-
tion need by taking initiative and asking clarifying questions. In the example
above, an ideal MICS system might ask the user "Are you interested in kiwi fruit,
bird, or an airline?". It then needs to comprehend the user’s answer, which would
provide the system with additional information about user’s need.

Asking clarifying questions has been shown to improve retrieval effective-
ness, as the initial query is enriched by the additional information provided by
the user in response to the question [Aliannejadi et al., 2019b]. However, asking
the right clarifying question is not straightforward. A line of research attempts
to select an appropriate clarifying question from a curated pool of such ques-
tions [Aliannejadi et al., 2020b, Owoicho et al., 2022], which remains limited to
pre-defined topics, thus poorly mimicking a real-world scenario where user can
issue a query on a large variety of topics. Generating clarifying questions there-
fore imposes itself as a solution to the problem, where researchers, for example,
construct template-based questions from facets extracted from query logs [Za-
mani et al., 2020a]. In this dissertation, we present our work on the usage of
generative large language models (LLMs) for the task of generating clarifying
questions [Sekulić et al., 2021]. We base these questions in query facets and
further provide an analysis of the naturalness and usefulness of the generated
questions, as well as the feasibility of extracting appropriate query facets from a
list of documents retrieved in response to user’s query.

Recent research focuses not only on clarifying question construction, but also
on analyzing their benefit to the user [Zou et al., 2023], their cost in terms of
user’s effort [Azzopardi et al., 2022], and their usefulness in terms of information
gain [Rosset et al., 2020]. In this dissertation, we do not explicitly model the
user’s effort in answering clarifying questions; but rather explore methods for
predicting user’s engagement with clarification prompts [Sekulić et al., 2021],
with an aim of identifying useful questions, as well as potentially ambiguous
queries requiring clarification.
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Furthermore, processing the given answer to the question is an additional
challenge, as naïve methods that simply concatenate the question and the answer
with the initial query can possibly hurt retrieval effectiveness, especially in the
case of bad questions and uninformative answers. Thus, estimating usefulness
of the posed question and of the given answer is beneficial to the system [Sekulić
et al., 2024b], as well as thoughtfully processing user’s explicit feedback [Owoi-
cho et al., 2023].

1.3 User Simulation

Evaluating conversational information access systems is arduous [Penha and Hauff,
2020, Fu et al., 2022]. The challenge arises from expensive and time-consuming
user studies required for holistic evaluation of conversational systems [Deriu
et al., 2021]. Such studies require real users to interact with the search sys-
tem in several conversational turns and assess the system’s ability to satisfy their
information need. The matter is further complicated under the mixed-initiative
paradigm, as system’s proactive behavior, combined with user’s undeterministic
answers, can lead to potentially unlimited number of conversational trajecto-
ries [Balog, 2021]. Thus, due to the requirement of real users interacting with
the systems we want to evaluate, and potentially compare to each other, the
approach based on user studies in unscalable.

A relatively simple solution is to conduct offline corpus-based evaluation [Dal-
ton et al., 2020, Aliannejadi et al., 2019b]. However, this approach limits the
evaluation to pre-defined conversational trajectories [Dalton et al., 2020] or
models mixed-initiative through pre-defined pool of clarifying questions [Alian-
nejadi et al., 2019b]. As such, the corpus-based approach does not capture the
real-world scenario, where, as mentioned, user-system interaction can take on
multiple paths. Moreover, such offline evaluation remains limited to single-turn
interaction, as the pre-defined questions are associated with corresponding an-
swers and unaware of previous interactions.

User simulation has been proposed to tackle the shortcomings of corpus-
based and user-based evaluation methodologies [Balog, 2021]. A simulated user
aims to capture the behavior of a real user, i.e., being capable of having multi-turn
interactions on unseen data, while still being scalable and inexpensive like other
offline evaluation methods [Balog and Zhai, 2023]. For example, the simulated
user should therefore assume all of the user’s actions presented in Figure 1.1.

In this dissertation, we outline a thread of studies focusing on user simula-
tion for conversational systems. Specifically, we base our simulation approaches
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in state-of-the-art large language models (LLMs), thus utilizing their text gener-
ation capabilities. We first propose User Simulator, USi [Sekulić et al., 2022],
capable of generating answers to clarifying questions posed by the system. We
show that generated utterances are both in line with the given information need
and in coherent natural language. However, USi remains limited to single-turn
interactions and generating only one type of utterances — answers to clarify-
ing questions. We overcome these challenges with Conversational Simulator,
ConvSim [Owoicho et al., 2023]. ConvSim is capable of multi-turn interactions
with the system and generating different types of utterances, including explicit
feedback to system’s responses. In Chapt. 6, we describe in detail both ap-
proaches, evaluate the possibility of their utilization in evaluating conversational
search systems, and discuss the advantages and limitations of both.

The challenge of evaluating conversational systems extends to task-oriented
dialogue systems as well, where the user is interested in completing a task, such
as booking a flight or cooking a specific dish [Gemmell et al., 2022]. Although a
set of actions that the user needs to take in order to fulfill their goal is relatively
defined, thus enabling construction of agenda-based user simulators [Schatz-
mann et al., 2007], LLM-based simulators have recently been proposed for the
task [Lin et al., 2021a]. Specifically, in-context learning approaches to user sim-
ulation have proved successful for simulating users [Terragni et al., 2023, David-
son et al., 2023]. However, such approaches suffer from hallucination, thus im-
pairing the reliability of the simulators to be used for TOD system evaluation. To
mitigate this limitation, we propose an approach based in fine-tuning state-of-
the-art LLMs on in-domain data consisting of user-system conversations [Sekulić
et al., 2024a].

1.4 Main Contributions

Main contributions include modeling clarification in mixed-initiative conversa-
tional search systems and LLM-based user simulation methods for conversational
systems. The contributions are measured through scientific advancements in
terms of published research, as well as through released resources, such as code
and data collections.

First, we present a novel approach to generating facet-based clarifying ques-
tions, based in LLMs. We additionally analyze in depth several aspects of clar-
ification in search, including facet extraction and user engagement prediction,
shedding a new light onto the topic of such a broad and current interest. As
mentioned above, designing appropriate search interfaces that provide precise
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and concise response is an important challenge in CIA. To this end, we propose a
response rewriting approach based in entity salience, with a goal of making the
system’s response self-contained and thus understandable by wide audiences.

We design and release user simulation methods for interacting with MICS
systems. Specifically, we first release a method capable of assuming the user’s
role in answering clarifying questions, followed by its expansion to providing
explicit feedback and maintaining multi-turn interactions. We demonstrate its
feasibility through a series of experiments involving both automated performance
assessments and human annotations. Furthermore, we propose a fine-tuning
based approach for simulating users for TOD systems, showing its superiority
over out-of-the-box LLM approaches for in-domain data through an extensive set
of experiments.

We open-source our code, model weights, and annotated data for a number
of the aforementioned contributions, with the links to the resources presented in
the corresponding chapters of this document.

1.5 Dissertation Outline

This dissertation is organized in three parts and nine chapters. The next chapter
provides relevant background information, defines terminology used throughout
the dissertation and reviews literature on the topic of conversational information
access and related research fields.

Part I, consisting of three chapters, concerns itself with various topics of
mixed-initiative conversational search. Chapter 3 addresses clarifying questions
in conversational search systems. We first describe our approach to facet-based
clarifying question generation. However, as such facets are not easily obtain-
able, we provide an analysis for the possibility of acquiring them from the list
of documents retrieved in response to the initial query. Moreover, we propose a
generative model for automatically extracting appropriate facets from such lists
of retrieved documents. Finally, we propose an effective and efficient method
for utilizing posed clarifying questions and the corresponding user answers for
improving retrieval performance, based on assessing usefulness of the dialogue
components. Next, in Chap. 4, we propose a method for predicting users’ engage-
ment with clarification panes in search engines, finding that the list of documents
retrieved in response to the initial query provides a strong signal for the predic-
tor. Finally, Chapt. 5 describes our approach for rewriting system’s responses in
CIA, with a goal of making them self-contained and thus understandable by wide
audiences.
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Part II is devoted to user simulation. Chapter 6 describes large language
model-based approach to generative user simulation for conversational search.
We first propose a user simulator for answering clarifying questions. Next, we
expand the proposed model by enabling multi-turn interactions with the search
system, as well as adding a feedback-providing feature. Chapter 7, on the other
hand, proposes a user simulator for task-oriented dialogue systems. To this end,
we fine-tune a large language model on relevant domain data, leading to more
reliable and faithful generation.

Part III concludes the dissertation. Chapter 8 is focused on the discussion of
the main findings of our studies and their comparison to contemporary research,
meanwhile acknowledging the limitations of the presented work. Next, Chapt. 9
concludes the dissertation by outlining its main contributions and promising di-
rections for future research. Finally, Appendix A includes unfinished novel graph-
based approaches to conversational search.

1.6 Publication Overview

This dissertation sources from multiple relevant papers, listed below. Some are
already published, while others are currently under review.

Chapter 3 is based on:

• Sekulić, Ivan, Mohammad Aliannejadi, and Fabio Crestani. "Towards Facet-
Driven Generation of Clarifying Questions for Conversational Search." In
Proceedings of the 2021 ACM SIGIR International Conference on Theory of
Information Retrieval, ICTIR’21, pages 167-175. 2021.

• Sekulić, Ivan, Mohammad Aliannejadi, and Fabio Crestani. "Exploiting
Document-Based Features for Clarification in Conversational Search." In
Advances in Information Retrieval - 44th European Conference on IR Research,
ECIR’22, pages 413-427. 2022.

• Sekulić, Ivan, Weronika Łajewska, Krisztian Balog, and Fabio Crestani. "Es-
timating the Usefulness of Clarifying Questions and Answers for Conversa-
tional Search." In Advances in Information Retrieval - 46th European Confer-
ence on IR Research, ECIR’24, pages 384-392. 2024.

Chapter 4 is based on:

• Sekulić, Ivan, Mohammad Aliannejadi, and Fabio Crestani. "User Engage-
ment Prediction for Clarification in Search." In Advances in Information Re-
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trieval - 43rd European Conference on IR Research, ECIR’21, pages 619–633.
2021.

Chapter 5 is based on:

• Sekulić, Ivan, Balog, Krisztian and Crestani, Fabio. "Towards Self-Contained
Answers: Entity-Based Answer Rewriting in Conversational Search." In Pro-
ceedings of the 2024 Conference on Conference Human Information Interac-
tion and Retrieval, CHIIR’24, pages 209-218, 2024.

Chapter 6 includes:

• Sekulić, Ivan, Mohammad Aliannejadi, and Fabio Crestani. "Evaluating
Mixed-Initiative Conversational Search Systems via User Simulation." In
Proceedings of the Fifteenth ACM International Conference on Web Search
and Data Mining, WSDM’22, pages 888-896. 2022.

• Owoicho, Paul, Ivan Sekulić, Mohammad Aliannejadi, Jeffrey Dalton, and
Fabio Crestani. "Exploiting Simulated User Feedback for Conversational
Search: Ranking, Rewriting, and Beyond." In Proceedings of the 46th Inter-
national ACM SIGIR Conference on Research and Development in Information
Retrieval, SIGIR’23, pages 632-642. 2023.

• Sekulić, Ivan, Mohammad Aliannejadi, and Fabio Crestani. "Analyzing Ut-
terances in LLM-based User Simulation for Conversational Search." In ACM
Transactions on Intelligent Systems and Technology, TIST, 2024.

Chapter 7 is based on:

• Sekulić, Ivan, Silvia Terragni, Victor Guimarães, Nghia Khau, Bruna Guedes,
Modestas Filipavicius, André Ferreira Manso, and Roland Mathis. "Reliable
LLM-based User Simulator for Task-Oriented Dialogue Systems." In Work-
shop on Simulation of Conversational Intelligence in Chat, SCI-CHAT’24 at
EACL’24, 2024.

Other Research Outcomes. Other research outcomes, listed below, are not in-
cluded in this dissertation. The reasons for exclusions are diverse: insignificant
contribution (e.g., a shared task participation), a minor contribution to the publi-
cation, research outcomes that do not fit into the topic of the thesis, or early-stage
research that required more time to be properly included:
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• Sekulić, Ivan, Fabio Crestani, and Mohammad Aliannejadi. "Extending the
Use of Previous Relevant Utterances for Response Ranking in Conversa-
tional Search." In Proceedings of the Text REtrieval Conference (TREC), NIST,
2020.

• Sekulić, Ivan, Amir Soleimani, Mohammad Aliannejadi, and Fabio Crestani.
"Longformer for MS MARCO Document Re-ranking Task." In Proceedings of
the Text REtrieval Conference (TREC), NIST, 2020.

• Łajewska, Weronika, Nolwenn Bernard, Ivica Kostric, Ivan Sekulić, and
Krisztian Balog. "The University of Stavanger (IAI) at the TREC 2022 Con-
versational Assistance Track." In Proceedings of the Text REtrieval Conference
(TREC). NIST, 2022.

• Mackie, Iain, Ivan Sekulic, Shubham Chatterjee, Jeffrey Dalton, and Fabio
Crestani. "GRM: Generative Relevance Modeling Using Relevance-Aware
Sample Estimation for Document Retrieval." In arXiv preprint arXiv:2306.09938,
2023.

• Litmimov, Oleg, Ivan Sekulić, Mohammad Aliannejadi, and Fabio Crestani.
"Analyzing Coherency in Facet-based Clarification Prompt Generation for
Search." In arXiv preprint arXiv:2401.04524, 2024.

• Sekulić, Ivan, Lili Lu, Navdeep Singh Bedi, and Fabio Crestani. "Towards
Realistic User Simulator for Conversational Search: Parameterizing Behav-
ior Traits via In-Context Learning." Under review.

Unpublished Research. This dissertation additionally includes unpublished re-
search, briefly outlined and discussed as potential future directions in Appendix A:

• Participation in SCAI-QReCC as team torch: https://www.tira.io/task/
scai-qrecc#

• Sekulić, Ivan, Vincent Herrmann, Daniele Grattarola, Fabio Crestani. "To-
wards Multi-Document Information Retrieval with Graph Neural Networks."
Unpublished, 2021.

• Mackie, Iain, Ivan Sekulić, Jeffrey Dalton, and Fabio Crestani. "Exploring
Complex Topics: Document and Entity Graph Construction for Ranking."
Unpublished, 2021.

https://www.tira.io/task/scai-qrecc#
https://www.tira.io/task/scai-qrecc#
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Chapter 2

Literature Review and Background

This dissertation relates to several topics of information retrieval (IR) and natu-
ral language processing (NLP). Specifically, we explore several challenges tied to
conversational IR (a.k.a. conversational search), with a focus on mixed-initiative
paradigm of conversational search. These include conversational passage re-
trieval, clarifying question generation, user engagement prediction for clarifica-
tion, processing answers to clarifying questions, and constructing self-contained
responses.

Moreover, the dissertation focuses on user simulation approaches for evalu-
ating conversational systems. Thus, we discuss challenges in the evaluation of
conversational systems, with user simulation as one of the potential solutions to
those challenges. Further, we outline recent research on user simulation for con-
versational search systems, as well as for task-oriented dialogue (TOD) systems.
In this chapter, we review the relevant literature on the aforementioned topics
and formally define specific tasks of such conversational systems. First, however,
we provide a formal definition of conversational search used in the document
and denote commonly used terminology.

2.1 Formalizing Conversational Search

In this section, we provide an overview of the terminology, definitions, and con-
cepts covered throughout this dissertation. We first define a conversation, fol-
lowed by a definition of conversational information access and, specifically, con-
versational search. Moreover, we formalize the interactions between users and
conversational search systems, listing their roles and functionalities. Finally, we
outline the foundations of our experimental setup, including a breakdown of

13



14 2.1 Formalizing Conversational Search

commonly used retrieval pipelines, as well as our usage of large language mod-
els.

2.1.1 Conversation

In this dissertation, we constrain our research on conversations between two par-
ticipants: a user U and a system S. In other words, we do not model multi-agent
conversations, where potentially multiple users interact between each other and
with the conversational system. Therefore, we differentiate between user’s ut-
terances u and system’s utterances s. The interaction between the two agents
evolves over several conversational turns, where at turn t the utterances are de-
noted as ut or st . Moreover, we note that we model the conversational turns as
adjacency pairs. In linguistics, Schegloff and Sacks [1973] define an adjacency
pair as two utterances, uttered by two speakers, where the first one provokes the
second, responding, utterance. Thus, user’s utterance ut is always followed by
system’s utterance st+1. We base our decision for modeling conversations through
adjacency pairs in the fact that users tend to seek certain information from the
systems and thus prompt it with various questions, queries, and requests. These
prompts require a direct response from the system. To conclude, throughout this
document, we model conversations between two participants, a user and a sys-
tem, where each of the participants responds with a single utterance at a time,
which is then addressed by the other participant. This exchange formulates the
conversational history H = [u1, s2, u3, s4, . . . , ut−2, st−1].

2.1.2 Types of Utterances

In user’s interaction with a mixed-initiative conversational search system, we
differentiate between different discourse types of the utterances. Specifically, we
differentiate between three discourse types of user utterances u:

(i) queries (or questions) uq;

(ii) answers ua to clarifying questions posed by the system;

(iii) explicit feedback u f to the system’s responses.

Similarly, the system’s utterance s can either be a response sr aimed at satisfying
the user’s information need IN or a clarifying question scq aimed at elucidating
the user’s information need. In the light of adjacency pairs, at turn t, for example,
we always expect an answer ut

a to system’s clarifying question st−1
cq .
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2.1.3 Search

Search, as the center of information retrieval, includes retrieving documents rel-
evant to the user’s query from a given collection. The collection C is composed
of a large number of documents, where a single document is denoted as d. We
note that the collection can also be composed of passages, instead of documents,
which are typically longer and composed of multiple passages. The task of the
IR component of the conversational search system is thus to retrieve a list of doc-
uments D = [d1, d2, . . . , di, . . . , dN], where di is a document from C and N is the
maximum number of documents considered. The documents are sorted by their
relevance to uq in a descending order.

Established approaches to document retrieval, also used in the studies pre-
sented in this dissertation, are usually centered around the retrieve & re-rank
pipeline. First, computationally inexpensive method, such as BM25 [Robertson
and Jones, 1976] or Query Likelihood [Ponte and Croft, 1998], retrieves N doc-
uments an indexed collection C . While these methods rely on sparse represen-
tations of documents and queries, dense retrieval methods have recently been
proposed as a more semantically-rich representation of both the documents and
the queries [Zhao et al., 2022]. While both can be used as an initial retrieval step,
recent research shows the benefit of a hybrid approach, where the final list of N
documents is curated by taking into account both sparse and dense predicted rel-
evance [Luan et al., 2021]. Second, after the first-pass retrieval, documents are
re-ranked with a computationally expensive method, such as neural re-ranker or
LLM-based re-ranker [Nogueira and Cho, 2019]. Recently, a third step, involving
pairwise comparisons of top M documents, where M << N (usually tens of doc-
uments), has been introduced to improve retrieval effectiveness [Pradeep et al.,
2021].

While IR usually concerns itself strictly with retrieving the aforementioned list
of documents, search can instead return a ranked list of results R= [r1, r2, . . . , ri, . . . , rN].
Such list can be identical to D, or modified by tailoring the responses to the user
or the search setting (e.g., conversational setting). For example, SCAI-QReCC
shared task [Vakulenko et al., 2022], in which we participated, required a re-
sponse sr fit for a conversational setting, as well as the list D supporting this
response. Similarly, TREC CAsT’22 [Owoicho et al., 2022] evaluate both the
ranked list of responses R, which can be tailored by any means deemed useful, in
addition to the list of documents D retrieved directly from the given collection C .
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2.2 Conversational Search

Recently, conversational artificial intelligence has attracted significant attention,
from both industry and academia. A contributing factor to this attention is the
rise of conversational assistants (e.g., Alexa and Siri), as well as the most recent
state-of-the-art large language models (LLMs) (e.g., ChatGPT). In the research
community, the attention comes from the fields of natural language processing
(NLP) and information retrieval (IR), covering a wide range of different types of
conversational systems. Thus, in this section, we make a distinction between the
types, focusing on conversational search. Conversational search falls under con-
versational information access (CIA) [Balog, 2021], also referred to as conver-
sational information seeking [Zamani et al., 2022]. However, CIA additionally
encapsulates any conversational systems designed to satisfy user’s information
need, such as conversational question and answering (Q&A) systems and con-
versational recommender systems [Zamani et al., 2022]. In this dissertation, we
focus mostly on conversational search, sometimes referred to as conversational
IR, and therefore cover the related topics in greater depth.

It should be noticed that one of the first works in conversational IR dates
back to 1987 when Croft and Thomson [Croft and Thompson, 1987] proposed
I3R, which served as an expert intermediary system by interacting with the user
during a search session. Another one of the early works on the topic, Belkin
et al. [1995], studies information-seeking strategies for conversational search,
utilizing case-based reasoning for offering choices in a search session.

2.2.1 Defining Conversational Search

While definitions of conversational search slightly differ in recent literature [Za-
mani et al., 2022], we focus on the definitions centered around satisfying user’s
information need. Similar to ad hoc search, users express their information needs
through a query, or a series of queries. The system’s task is then to retrieve docu-
ments relevant to the given query from a given collection. However, as opposed
to ad hoc search, conversational search is conducted in a conversational manner
through a series of topically connected utterances in natural language. In this
dissertation, we focus on text-based utterances, which are either written directly
by the user, or spoken and transcribed. The distinction between conversational
Q&A system and conversational search system is primarily in the fact that the
latter always contains a retrieval component, that is tasked to compose a ranked
list of documents from a given collection, while the former usually provides short
answers and does not necessarily utilize an IR component [Zamani et al., 2022].
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As mentioned, recent literature defines conversational search through differ-
ent lenses, stemming from different backgrounds. For example, the typology of
conversational search proposed at a recent meeting in Dagstuhl [Anand et al.,
2020] base the definition of conversational search systems on three main vari-
eties of systems. Specifically, a conversational search system is defined through
functional extensions of IR systems, chatbots, and TOD systems. As such, it ex-
tends ad hoc IR systems by adding an interactive conversational component; chat-
bots by adding user task modeling and retrieval; and TOD systems by including
a collection of documents and enabling retrieval capabilities.

Another approach to defining conversational search is through its properties
and system capabilities. To this end, Radlinski and Craswell [2017] propose
a theoretical framework of conversational search, identifying key properties of
such systems and focusing on natural and efficient information access through
conversations. They define the desired functionalities, including statefulness,
user and system revilement, retrieval, and mixed-initiative. Azzopardi et al.
[2018] further define a taxonomy of user and systems actions and map them
to the aforementioned functionalities. In essence, the user seeks to satisfy its
information need through the following set of actions:

• Reveal actions, in which a user discloses parts of the underlying information
need;

• Expand actions, in which a user expands the search space by modifying or
removing certain criteria imposed earlier in a conversation;

• Inquire actions, in which a user seeks another way of representing the re-
sults, e.g., by summarizing the given options, comparing them, or finding
similar results;

• Navigate actions, in which a user aims to navigate the current search space,
by, e.g., revisiting previous options, learning more about them, and similar;

• Interrupt actions, in which a user interrupts the system either due to their
inquiry about system’s response or system’s irrelevance.

System actions, complimenting user actions, include:

• Inquire actions, in which a system aims to elucidate user’s information need
by asking for clarifications or eliciting criteria from the user;

• Reveal actions, in which a system displays the results to the user;
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• Traverse actions, in which a system supports navigation through the search
space;

• Suggest actions, in which a system recommends certain results by hypoth-
esizing about user’s information need;

• Explain actions, in which a system reports its understanding of the current
information need;

• Error and Finalization actions, in which a system is able to recover from
faulty responses and is able to finalize the conversation when needed.

Recent research efforts usually focus on modeling one, or a few, set of actions
at the time. Similarly, this dissertation is centered around modeling Inquire and
Reveal system actions, through a series of tasks in conversational search, outlined
bellow.

In an attempt to shed light on the conversational search process, Trippas et al.
[2018] study spoken interaction between the system and the user. They define
three phases of the search process, namely: 1. query formulation; 2. search re-
sults exploration; 3. query re-formulation. These high-level phases outline the
general search process, out of which we mainly focus on the last one, in the
context of mixed-initiative elaborated below.

While some of the challenges remain similar to traditional ad hoc search, a
significant number of new ones arise under the conversational paradigm. These
are surveyed in the recent manuscript of Zamani et al. [2022] and include user
intent classification [Qu et al., 2019], biases in conversational search [Gerritse
et al., 2020], response ranking [Dalton et al., 2020], and query rewriting [Yu
et al., 2020, Vakulenko et al., 2021]. We review the relevant research on the
challenges addressed in this dissertation throughout the following sections.

2.2.2 Query Rewriting

A conversational search system needs to keep track of the conversation and com-
prehend user’s references to the past utterances. For example, after an initial
query “Tell me about yoga.”, user’s following query could be “What are its types?”,
thus coreferencing “yoga” from the initial query. While TOD systems usually
contain a stateful dialogue state tracking component [Williams et al., 2016],
conversational search systems typically rely on conversational query rewriting
(CQR) [Vakulenko et al., 2021]. Specifically, given a conversational history, con-
taining all of the past queries and system’s responses, the task is to rewrite the
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current user’s query with a goal of making it self-contained, resolving potential
coreferences and missing information.

Notable approaches include expanding the current query with relevant infor-
mation from the conversation history, neural-based query rewriting, and dense
query representations. For example, Lin et al. [2021b] propose Historical Query
Expansion (HQE), a method that aims to quantify the importance of informa-
tive terms from conversational history through term frequency-based features.
Similarly, Aliannejadi et al. [2020a] identify propose a classifier to assess the
usefulness of the past utterances, which are then included to the current query.
We follow similar approach in our participation in TREC CAsT’20 [Sekulić et al.,
2020]. However, while the aforementioned methods provide an explainable ap-
proach to CQR, as the rewritten query clearly contains useful terms and utter-
ances from the conversational history, its performance is limited.

Neural LLM-based methods achieve significant improvements in the task [Vaku-
lenko et al., 2021]. Lin et al. [2020] fine-tune several sequence-to-sequence neu-
ral models on CANARD dataset [Elgohary et al., 2019], which contains over 30k
training examples consisting of the original query taken from QuAC [Choi et al.,
2018], conversational history, and manually rewritten self-contained query. They
find that fine-tuned T5 [Raffel et al., 2020] significantly outperforms other ap-
proaches, such as LSTM-based or BERT-based [Devlin et al., 2019]methods. The
described approach to CQR is frequently used by state-of-the-art conversational
search systems across a broad IR research community [Dalton et al., 2020, Owoi-
cho et al., 2022, Lajewska et al., 2022].

In contrast to the above-described approaches to CQR, which yield an explicit
rewrite of the ambiguous utterance, dense retrieval-based approaches aim to
embed the current utterance and the conversational history into an information-
rich high-dimensional vector. Yu et al. [2021] propose ConvDR, a model that
learns contextual embeddings of multi-turn queries, which are then directly used
for retrieval.

2.2.3 Conversational Passage Retrieval

Document retrieval is the core of ad hoc IR systems. However, as documents
can be fairly long, thus potentially exceeding the limited bandwidth available in
conversational search, systems are often designed to retrieve passages instead.
Conversational Assistant Track (CAsT) [Dalton et al., 2020] introduces and for-
malizes the conversational passage retrieval task at the Text REtrieval Conference
(TREC), a staple for empirical evaluation in IR. CAsT’19 and CAsT’20, the first
and the second editions of the shared task, respectively, formulate the task as a
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series of queries on a specific topic. The task is then to retrieve relevant passages
from a collection of approx. 18M passages. The performance of each system is
then assessed by standard IR metrics, including recall, MRR, nDCG [Harman,
2011].

In both CAsT’19 and CAsT’20, the main challenge is to resolve potential ref-
erences to the past queries and thus employ the aforementioned CQR methods
to obtain a contextualized query rewrite. CAsT’21 makes a step towards more
realistic conversational search and introduces canonical responses to each of the
queries, which can then be referred to as well, as the conversation progresses.
CAsT’22 [Owoicho et al., 2022] makes a step further and allows the system to,
for each query, ask a clarifying question, which can then potentially disambiguate
the query and add additional useful information.

TREC interactive Knowledge Assistance Track (iKAT) [Aliannejadi et al., 2024],
a successor to TREC CAsT, additionally includes user persona description. Thus,
the task of passage retrieval is conditioned on the personal contexts stated in the
description. This means that, given the same topic, different personas will result
in different conversational trajectories when interacting with a search system.
The iKAT task is a step towards a realistic real-world scenario.

Once the contextualized rewrite is obtained, most approaches rely on ad hoc
methods for passage retrieval. Most widely used approach is a two-step retrieve
and re-rank approach, where a computationally inexpensive method is first used
to retrieve a number of passages, which are then re-ranked with a computation-
ally heavier method. Nogueira and Cho [2019] demonstrate the effectiveness
of such an approach, where the first stage retrieval is performed with BM25
method. Next, top 1000 passages retrieved are re-ranked with BERT [Devlin
et al., 2019], which is fine-tuned on query-passage pairs with their relevance
as the prediction target. Their approach significantly outperforms previous re-
ranking methods, achieving state-of-the-art results on multiple benchmarks, and
sparks its adoption to several passage ranking tasks, including conversational
passage retrieval [Dalton et al., 2020]. An extension of the retrieve and re-rank
approach is Expando-Mono-Duo pipeline [Pradeep et al., 2021], where authors
employ an additional re-ranking step. Specifically, after the first re-ranking step,
a pairwise re-ranking model compares each of the top 10 passages to each other,
yielding a more accurate ranked list of passages.

While passage retrieval is an essential component of almost any conversa-
tional search system, we do not tackle it explicitly in this dissertation. Rather,
we use it as a basic component of our systems and assess the performance of
different systems through measured retrieval effectiveness.
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2.2.4 Result Representation

Presenting results, i.e., responding to user’s queries, in a conversational setting
requires special considerations due to limited bandwidth the search is under-
taken in. For example, it is unreasonable to expect a user on a mobile phone to
scroll through multiple retrieved passages in pursuit of the relevant information.
An alternative to a ranked list of passages is a single passage, which can either be
selected from the collection or generated by aggregating information from mul-
tiple passages. Vakulenko et al. [2022] construct a dataset of multi-turn interac-
tions between a user and a system, where system’s response is constructed from
potentially multiple passages, summarizing them in order to tailor the response
directly to the user’s perceived information need. The evaluation of system’s per-
formance is therefore twofold: 1. based on generated system’s response, done by
human annotators; 2. based on retrieved list of passages supporting the gener-
ated response, done by computing standard IR metrics. CAsT’22 [Owoicho et al.,
2022] adapt a similar scenario, with an addition of allowing multiple responses
per query. Then, the responses are ranked and assessed accordingly by human
annotators. The described approach is recently adapted in the NLP community as
well, and is usually referred to as retrieval-augmented generation [Lewis et al.,
2020].

In this dissertation, we do not explicitly focus on summarizing multiple pas-
sages to create a concise response, but rather tackle response rewriting with the
purpose of making sure a user understands the response to their question, To
the best of our knowledge, this direction in CIA has not been explored. How-
ever, researchers have studied text rewriting in IR for personalization and text
simplification. While text simplification has been shown to improve readability
and understanding in medical [Leroy et al., 2013] and scientific texts [Ermakova
et al., 2022], it is usually done by swapping relatively unfamiliar words with
more common alternative words [Leroy et al., 2013] or leveraging large-scale
language models for complete rewriting of the text [Sheang and Saggion, 2021].
In this setting, a certain degree of information distortion is acceptable, as the text
rewritten with such methods might differ from the original due to word substitu-
tions. On the other hand, in Chapter 5, we aim to allow the user to learn about a
topic of interest, thus retaining the original terminology [Sekulić et al., 2024a].
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2.3 Mixed-Initiative

One key element of conversational search is mixed-initiative, which is the inter-
action pattern where both the system and the user have rich forms of interac-
tion. Under the mixed-initiative paradigm, conversational search systems can
at any point of conversation take initiative and prompt the user with various
questions or suggestions. Mixed-initiative has a long history in dialogue systems
with Walker and Whittaker [1990] identifying it as an integral part of conver-
sations and Horvitz [1999] identifying key principles of mixed-initiative inter-
actions. These principles include the necessity to consider uncertainty of user’s
goals, employing dialogue to resolve such uncertainties, keeping track of recent
interactions, and continuous learning by observing. Moreover, some principles
describe the necessity of timely actions, where the system needs to be mindful
of user’s attention when taking initiative, while still allowing direct interruption
and termination by the user.

While mixed-initiative is a relatively well established concept in the IR com-
munity [Allen et al., 1999], recent advancements in CIA systems have introduced
mixed-initiative into conversational search. Specifically, multiple studies have
demonstrated the effectiveness of asking clarifying questions with a goal of elu-
cidating the underlying user’s information need [Braslavski et al., 2017]. In the
next section, thus, we focus on clarification in search.

2.3.1 Clarification in Search

Clarifying the user information need is an important aspect of any IR system,
while its importance is especially emphasized in a conversational setting. Ad hoc
IR systems deal with ambiguous and faceted queries by result diversification,
where users would be presented with relevant documents for several different
aspects of the query, enabling users to scroll through them to find what they
need [Santos et al., 2015]. Recently, Zamani et al. [2020c] report highly positive
feedback from users engaged with the clarification features in a modern search
engine. In the same line of work, the authors release MIMICS, a large-scale col-
lection of datasets for studying clarification in search. The datasets are composed
of real-world queries, taken from Bing search engine, which are associated with
the constructed clarification panes and annotated for their quality and perceived
usefulness.

In contrast to search engines, in CIA, the emphasis on clarification comes form
the fact that conversational search is often carried out in limited-bandwidth sce-
narios, such as speech-only or mobile interfaces [Aliannejadi et al., 2019a], thus
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making it impossible to present a large range of the results the user. Clarification
has thus attracted considerable attention of the research community, including
studies on human-generated dialogues in question answering (Q&A) [De Boni
and Manandhar, 2003, 2005] and asking clarifying questions [Braslavski et al.,
2017].

Asking clarifying questions has been shown to be beneficial for the conver-
sational search system and the user. E.g., Kiesel et al. [2018] studied the im-
pact of voice query clarification on user satisfaction and found that users like
to be prompted for clarification. Moreover, Aliannejadi et al. [2019b] proposed
an offline evaluation methodology for asking clarifying questions and showed
the benefits of clarification in terms of improved performance in document re-
trieval once question is answered. They construct Qulac, a dataset consisting of
question-answer pairs for faceted and ambiguous queries. A similar methodol-
ogy has been applied in the ClariQ challenge [Aliannejadi et al., 2020b], where
the task is to select the most appropriate clarifying question from a pre-defined
set of questions. They find that asking the right question can lead to significant
improvements in retrieval performance.

Zou et al. [2020] conduct an empirical study on users willingness to to re-
spond to clarifying questions and their usefulness perceived by users, concluding
that most users are willing to answer 6-10 yes-or-no questions in a commercial
setting. Similarly, a “System Ask-User Respond” framework has been proposed
by Zhang et al. [2018] for product recommendation in e-commerce, where ques-
tions about certain aspects of a query are prompted to the user to clarify their
needs. However, Zou et al. [2023] find that prompting the user with poor-quality
clarifying questions leads to decrease in user satisfaction and poor search perfor-
mance. Thus, the authors suggest that it might be better not to ask any clarifying
questions, than to ask a poorly-constructed one.

While there are benefits to clarifying questions, there is also cost to the user
for these interactions [Azzopardi, 2011, Zou et al., 2023]. Moreover, user can
clarify their query through other types of feedback, such as explicit feedback, not
just by answering clarifying questions directly [Owoicho et al., 2023]. For exam-
ple, Azzopardi et al. [2022] propose two economic models for conversational
search, based on when user feedback is given and how it impacts the search
performance, given the user effort. In this dissertation we mainly focus on the
effectiveness of clarifying questions and do not study user costs directly.

In general, two streams of approaches to constructing clarifying questions
exist. The first line of approaches aim to select an appropriate question from a
pre-defined pool of questions [Aliannejadi et al., 2019b, 2020b, Owoicho et al.,
2022, Rosset et al., 2020, Rao and Daumé III, 2018], while the second one aims
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to generate the question [Zamani et al., 2020a, Sekulić et al., 2021, Majumder
et al., 2021]. We review them in the following sections.

However, despite the abundance of research on clarifying question construc-
tion [Rahmani et al., 2023], researched aimed at processing users’ answers to
such questions is scarce. To bridge this gap, Krasakis et al. [2020] conduct an
analysis of users’ answers and find that they vary in polarity and length. More-
over, they report that incorporating information contained in the questions and
the answers often hurts the retrieval effectiveness. We expand on this work in
Sekulić et al. [2024b], where we aim to automatically assess the usefulness of
both the questions and the answers, with a goal of mitigating this undesired
effect.

Zamani et al. [2020a] suggest a taxonomy of clarifying questions, inspired
by existing query suggestion taxonomies [Boldi et al., 2011, Jansen et al., 2009].
As such, clarifying questions can serve the purpose of disambiguating the user’s
query, narrowing its topic, comparing the topic or entity to another one, or iden-
tifying preference, such as asking for user’s personal, spatial, or temporal infor-
mation.

2.3.2 Selecting Clarifying Questions

Aliannejadi et al. [2019b] release Qulac, a collection of clarifying questions for
a set of faceted and ambiguous queries. Specifically, they utilize crowdsourcing
to acquire a selection of clarifying questions for each query and its facet in TREC
Web Track 09-12 collections. Further, they formulate a task of ranking clarifying
questions from the constructed pool of questions, according to their relevance
to the initial query. Aliannejadi et al. [2019b] additionally utilize crowdsourcing
to answer these clarifying questions, yielding a valuable resource of question-
answer pairs for faceted and ambiguous queries.

In their follow-up work, Aliannejadi et al. [2020b] propose a shared task of
selecting clarifying questions. For that purpose, they release ClariQ, a dataset
based in Qulac, expanded by introducing unambiguous queries. The shared
task includes measuring retrieval effectiveness once the clarifying question was
answered. Both Aliannejadi et al. [2019b] and Aliannejadi et al. [2020b] find
that retrieval performance increases with the additional information and outline
common approaches to clarifying question selection, which are mostly based on
pair-wise semantic matching between the query and each of the questions with
large transformer-based methods, e.g., BERT. In this dissertation, we rely on both
Qulac and ClariQ for a number of studies on clarification in search.

To additionally improve question selection effectiveness, Mass et al. [2022]
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propose to utilize information available in the passages retrieved in response to
the initial query. This approach was further improved by Hashemi et al. [2020],
who propose GuidedTransformer that leverages information from conversation
history, retrieved documents, and potential clarifying questions. Their approach
yields significant improvements in the question selection task on Qulac.

Rao and Daumé III [2018] propose to select questions on their perceived
expected value of perfect information (EVPI), a measure of the value of gathering
additional information. To this end, they compute which questions are most
likely to elicit an answer that would make the post more informative. On a similar
note, Rosset et al. [2020] propose a BERT-based [Devlin et al., 2019] model
aimed at selecting useful clarifying questions. They argue that while clarifying
question can be on topic of the initial query, it does not necessarily mean it is
useful for the search session. For example, questions can miss user intents, be
too specific, too broad, or duplicate the query. We adopt the proposed notion of
usefulness [Sekulić et al., 2021].

2.3.3 Generating Clarifying Questions

Generating questions has been studied by the NLP community [Rao and Daumé III,
2018, 2019], where the task is to produce questions about a given document,
rather to clarify user information need.

In IR, Zamani et al. [2020a] proposed reinforcement learning-based mod-
els for generating clarifying questions and the corresponding candidate answers
from weak supervision data. They rely on template-based and a sequence-to-
sequence generative models and extract query aspects from 1.6 billion query
reformulations from Bing logs. As such logs are not publicly available, we as-
sume that query facets can be extracted from the collection itself, by employing
a suitable facet extraction method. However, their approach is not entirely fit
for conversational search. Specifically, Zamani et al. [2020a] propose clarifying
question generation for search engines in a form of clarification panes. Clarifi-
cation pane consists of a general question and several clickable answers, which
makes it unusable in purely conversational setting.

Interaction naturalness has been pointed out to be an important property of a
conversational search system [Anand et al., 2020], as interactions in natural lan-
guage are distinguished from the ones driven by keywords in classical IR. Thus,
the generated clarifying question needs to be in coherent and natural language.
We address the problem of generating clarifying questions in Chapter 3.

Rosset et al. [2020] tackle the task of question suggestion in a “People Also
Ask” search engine setting. They argue that a useful question is not simply re-
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lated to the topic of a user’s query, but should also be “conversation leading” and
provide meaningful information for the user’s next step. They propose a BERT-
based and a generative GPT-2-based model for question suggestion. They find
that questions generated by GPT-2 are syntactically correct, but less useful than
the ones selected by BERT from a pre-defined pool of questions. The authors sug-
gest that a reason for the inferior performance of GPT-2 might be due to the lack
of explicit guidance in semantics. We overcome this shortcoming by grounding
our question on query facets.

Natural Language Generation

The rise of large pretrained language models brought significant progress in var-
ious tasks of IR and NLP, including natural language generation (NLG). One of
the most prominent models is GPT [Radford et al., 2019], with variations as
GPT-2, GPT-3, and, more recently, instruction-tuned ChatGPT variations. GPT
models are deep autoregressive generative models, trained on large amount of
textual data, which makes them an extremely powerful natural language genera-
tors. Early work includes a hierarchical recurrent encoder-decoder for generative
context-aware query suggestion [Sordoni et al., 2015]. There are also several at-
tempts in generating a more controllable text, e.g., CTRL [Keskar et al., 2019]
and Grover [Zellers et al., 2019]. Closer to our work of conditioning language
generation on several keywords and a query is PPLM [Dathathri et al., 2019].
PPLM steers the language generated with a decoding scheme using keywords
and classifiers. Moreover, Peng et al. [2020] propose a semantically-conditioned
GPT for conversational response generation from dialogue acts.

Facet Extraction

Facet extraction has previously been studied in the IR field. Notably, Kong and
Allan [Kong and Allan, 2013] developed a graphical-based model for extract-
ing facets from the set of candidate terms. The candidate set is extracted from
the documents retrieved in response to a query. Moreover, they formally define
the difference between query subtopic/aspect, semantic class, and a facet. Fur-
thermore, Deveaud et al. [2014] proposed a Latent Concept Modeling (LCM)
method that aims to understand the conceptual view of user’s information need
through modeling the search concepts in a latent space. They base their method
on LDA model that identifies specific query-related topics from the top K docu-
ments retrieved, where the topics are latent variables. Query facets can also be
extracted from search engine query logs [Zamani et al., 2020a], query autocom-
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pletion [Salle et al., 2021], or knowledge graphs [Feddoul et al., 2019]. We note
that any of these methods can yield query facets suitable for the input of our
proposed clarifying question generation model [Sekulić et al., 2021].

In Sect. 3.2, we take ideas from the described LDA-based approach, with a
difference that our topic representation needs to become explicit, rather than
latent, in order to serve as grounding for clarifying questions. So, we explore
various ranking- and document-based features for facet extraction and question
generation. Unlike past work, we rely on neither human-generated question
banks nor large-scale query logs, but generate clarifying questions automatically
from the extracted features. Inspired by the related work on facet extraction, we
examine the effect of LDA-based features, as well as others such as noun phrases
and entities that appear on the top of the ranked list.

2.3.4 Entity-Oriented Search

Marchionini [2006] categorizes search activities in two broad categories: look-
up questions and exploratory search, with the latter requiring carefully curated
user interaction [Câmara et al., 2021]. One of the most notable datasets in
the space of web search is the Google Natural Questions dataset [Kwiatkowski
et al., 2019], which contains queries from real users with manually evaluated
responses. During their exploratory web search, users often have the possibility
to learn about entities of their interest by following hyperlinks or reformulating
their query based on newly seen entities [Eickhoff et al., 2014]. Entity linking
and entity-based search are core component in that process [Balog, 2018]. Thus,
significant research efforts were put into developing entity linking methods, in-
cluding entity linking in the Web [Han et al., 2011], in free texts [Piccinno and
Ferragina, 2014], and in CIS [Joko et al., 2021].

While documents may contain a large number of entities, some of them are
salient, thus central to modeling the aboutness of a document [Paranjpe, 2009],
and others are not. Moreover, Gamon et al. [2013] find that only about 5% of
the entities in Web pages are salient, while others are often mentioned somewhat
sporadically. These salient entities are crucial for the user to be familiar with, in
order to satisfy their information need. However, in shorter texts that contain
fewer entities, this percentage is anticipated to be higher [Wu et al., 2020]. An-
swers in CIS are a prime example of such shorter texts. Yet, research on entity
salience in CIS is lacking, providing a strong motivation for our work [Sekulić
et al., 2024a].

Another aspect of entity salience we aim to explore is how important they
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are for the user’s understanding of the texts and readability [Collins-Thompson,
2009]. There is an important distinction to be made between entity salience
and entity relevance or entity importance [Gamon et al., 2013]. For example,
Joe Biden is objectively an important entity, however, it can be marginal to the
document’s topic. Moreover, entity relevance is dependent on the user’s intent
and their underlying information need. On the other hand, an entity is salient to
a document if it is central and important for the overall topical and informational
coherency of the document. Thus, we argue that salient entities are essential to
know about for a complete understanding of the provided answers in CIS. In
Chapt. 5, we explore their prevalence, characteristics, and ways of improving
user experience via answer rewriting around identified salient entities.

2.4 User Engagement

O’Brien and Toms [2008] define user engagement as the quality of user experi-
ence in interaction with a system, characterized by various attributes, e.g., posi-
tive affect, aesthetic and sensory appeal, attention, novelty, perceived user con-
trol. In their recent study [O’Brien et al., 2020], they point user engagement
as an important outcome measure in interactive IR research. User engagement
has previously been studied in the context of commercial software, social media
[Di Gangi and Wasko, 2016], online news [O’Brien, 2017], student engagement
with online courses [Dhall et al., 2018], and applications for monitoring health-
related signals [Alkhaldi et al., 2016].

User engagement in the aforementioned studies has usually been measured
by self-reported questionnaires, facial expression analysis or speech analysis, sig-
nal processing methods, or web analytics [Lalmas et al., 2014]. Recently, Zamani
et al. [2020b] created a collection of datasets for studying clarification in search
by aggregating user interactions with clarification pane in a major commercial
search engine, thus falling into the category of measuring the user engagement
by web analytics. In this dissertation however, instead of estimating the engage-
ment levels with a goal of advancing search engine clarification feature, we an-
alyze the implicit signals of the interactions that contain valuable information
about the ambiguity of the query, diversity of retrieved results, and the quality
of the clarifying question. We provide this analysis in Chapt. 4. Mehrotra et al.
[2018] stress that learning from user interactions is a valuable approach to user
engagement and satisfaction prediction.

Thus, motivated by work on implicit feedback of aggregated users’ click-
through logs for ad hoc retrieval [Kelly and Teevan, 2003], we view the en-
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gagement levels as implicit evaluation of clarifying questions with respect to the
query and search results. Intuitively, the higher the engagement levels with the
clarification system, the higher the quality of the prompted clarification, and
higher the need for asking for clarification. Zamani et al. [2020c] study the clar-
ifying question selection with respect to user queries, prompted questions and
candidate answers in clarification panes of a search engine. However, the re-
trieved search engine results for a query have not yet been studied. To bridge
this gap, in Chapt. 4, we propose a model to predict the user engagement levels,
not only from the information in clarification pane, but from the retrieved search
results [Sekulić et al., 2021].

2.5 User Simulation

In this section, we present the challenges that arise in evaluating conversational
systems. Through these challenges, we motivate user simulation as a potential
solution. We first briefly review history of simulation in IR, followed by relevant
literature on simulation in conversational search.

2.5.1 The Challenge of Conversational System Evaluation

Deriu et al. [2021] state that the evaluation method in context of conversa-
tional systems should be automated, repeatable, correlated to human judgments,
able to differentiate between different conversational systems, and explainable.
However, evaluating all of these elements in conversational systems is challeng-
ing. While various unsupervised and user-based evaluation methods exist [Deriu
et al., 2021], there are key trade-offs. Liu et al. [2016] conduct a thorough em-
pirical analysis of unsupervised metrics for conversational system evaluation and
conclude that they correlate very weakly with human judgments, emphasizing
that reliable automated metrics would accelerate research in conversational sys-
tems.

Conversational search has similar evaluation challenges, further complicated
by the retrieval of relevant documents from a large collection [Penha and Hauff,
2020]. While traditional Cranfield paradigm fits well for evaluation of ad hoc
search systems, it is not easily transferable to conversational search [Lipani et al.,
2021, Fu et al., 2022]. One of the specific challenges is that the complexity of
multi-turn queries and the overall context is ignored by traditional metrics, and
requires a more holistic approach [Hassan et al., 2010, Järvelin et al., 2008]. In
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their follow-up study, Fu et al. [2022] assess correlation between user satisfac-
tion, as long as the overall context is taken into account.

The additional challenge arises from the fact that multiple conversational
trajectories can lead to satisfying the user’s underlying information need. The
trajectory complexity further increases under mixed-initiative paradigm, as the
interactions between the user and the system become more varied and poten-
tially divergent from each other [Balog, 2021]. Evaluations based on predefined
trajectories, where each conversational turn is associated with a set of query
relevance judgments and evaluated under the Cranfield paradigm, thus fail to
capture full capabilities of mixed-initiative conversational search systems, and
are in turn tailored to a narrow set of systems. Dalton et al. [2020] pursue such
evaluation setting in TREC CAsT years 1-3. TREC CAsT y4 [Owoicho et al., 2022]
extends this setting by introducing multiple trajectories spanning from the same
initial query, covering different aspects of the topic, thus aiming to mimic dif-
ferent users and their interaction with the system. However, the conversational
trajectories still remain predefined.

2.5.2 Automated Metrics

Given the complexity of human-computer interactions and natural language,
there has been an ongoing discussion in the NLP community about the credibility
of automatic evaluation metrics that are based on text overlap [Novikova et al.,
2017]. These metrics, such as BLEU [Papineni et al., 2002] and ROUGE [Lin,
2004], try to judge a system’s output solely based on how much lexical overlap
it has with a reference utterance. While this allows for a scalable and efficient
evaluation, as comparisons of system’s output to the reference utterances are in-
expensive, various studies have shown poor correlation of such metrics with the
human judgments [Sai et al., 2022].

Other line of research extends beyond lexical overlap and aims to design of-
fline evaluation procedures that better capture the performance of a conversa-
tional system and are more correlated with user satisfaction. One example of
such metrics in traditional IR are measures based on explicit models of user be-
havior, such as the Rank-Biased Precision (RBP) [Moffat and Zobel, 2008] and
the Expected Reciprocal Rank (ERR) [Chapelle et al., 2009]. RBP, for example,
assumes that users examine retrieved documents in a descending order, based on
their relevance assessed by the search system, and that the examination of each
of the next documents is depended on user’s persistence. While these metrics ex-
tend the traditional IR metrics, such as nDCG, by conditioning the performance
on a user model, they are not entirely fit for their use in evaluation of conver-
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sational systems. To this end, Lipani et al. [2019] propose a session-based RBP
(sRBP), which models not only user’s persistence in examining the results, but
the trade-off of issuing an additional query and examining a new document in
the list. Session search can be cast to the conversational search setting, thus
making this metric potentially applicable for assessing CIA system performance.

More recently, Lipani et al. [2021] propose a metric for offline evaluation of
conversational search systems based on user interaction model. Their proposed
framework mitigates the necessity of having access to user sessions in advance,
which was a limitation of sRBP, making it hardly applicable to evaluating new
systems.

2.5.3 User Studies

The aforementioned automated metrics cannot capture the performance of the
system accurately [Belz and Reiter, 2006]. Hence, human annotation should
be done to evaluate a system’s performance when a generative model is used,
in tasks such as summarization and machine translation. Moreover, evaluation
of a system becomes even more complex if an ongoing interaction between the
user and system exists. Not only must the system evaluate the generated utter-
ance, it should also be able to incorporate a human response. For this reason,
researchers adopt human-in-the-loop techniques to mimic human-computer in-
teractions, and further perform human annotation to evaluate the whole system’s
performance (in response to human).

On the other hand, Deriu et al. [2021] identify user studies as a more re-
liable method for evaluating conversational systems, as opposed to automated
evaluation through aforementioned procedures. However, the authors stress the
fact that such evaluation is both cost- and time-intensive. The reason for the in-
creased cost of user studies is the necessity for acquiring real users and allowing
them to interact with the conversational system. Nonetheless, such evaluation
procedure is not easily scalable, as evaluating any changes in the system archi-
tecture would include the entire process of gathering the users, conducting the
user study, and finally analyzing the results.

To mitigate the unscalability of user studies and the rigidness of automated
evaluation procedures, Balog [2021] makes the case that user simulation is an
important emerging research frontier for conversational search evaluation. In
the next section, we briefly review the history of simulation in IR, followed by
research related to user simulation for conversational search.
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2.5.4 User Simulation in IR

Simulation in IR has long been studied [Cooper, 1973] with the idea of gener-
ating pseudo-docs and pseudo-queries to study literature search system perfor-
mance. The work was then followed by Griffiths et al. [1978], proposing a gen-
eral framework of simulation for IR systems. Tague et al. [1980] later studied the
problems for user simulation in bibliographic retrieval systems. User simulation
for evaluation was first proposed in 1990 by Gordon [1990] where the authors
proposed a framework for generating simulated queries. This work has been long
followed in the literature to study various hypothetical user and system actions
(e.g., issuing 100 queries in a session) that cannot be done in a real system [Az-
zopardi, 2011]. In particular, Azzopardi [2011] proposed to study the cost and
gain of user and system actions and studied the effect of different strategies us-
ing simulated queries and actions of users (e.g., clicking on relevant documents).
Mostafa et al. [2003] studied different dimensions of users’ interests and their
impact on user modeling and information filtering. Diaz and Arguello [2009]
adapted an offline vertical selection prediction model in the presence of user
feedback for user simulation. Moreover, Pääkkönen et al. [2017] assess the va-
lidity of the use of simulated users in interactive IR and find it justified under a
common interaction model.

2.5.5 Simulation for Conversational Search

Applications such as simulating user satisfaction for the evaluation of task-oriented
dialogue systems [Sun et al., 2021] and recommender systems [Zhang and Ba-
log, 2020, Afzali et al., 2023], their utilization in mixed-initiative conversational
search is limited.

Sun et al. [2021] proposed a simulated user for evaluating conversational rec-
ommender systems based on predefined actions and structured response types.
Salle et al. [2021] proposed a parametric user simulator for information-seeking
conversation where the simulator takes an information need and responds to the
system accordingly. In fact, this work is the closest work to ours. However, we
would like to draw attention to various limitations of this work. Even though this
work takes an information need as input and aims at answering to the system’s re-
quest according to that, it fails to generate responses. The approach is limited to
predicting the relevance of the system’s utterance to the user’s information need
and selecting an appropriate answer from a list of human-generated answers. In
this work, we take one step further and generate human-like answers in natu-
ral language. Also, the work by Zhang and Balog [2020] that simulates users
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for recommender system evaluation, uses structured data and response types.
In this work, we propose a simulator that generates natural language responses
based on unstructured data.

Balog [2021] proposes several requirements an ideal user simulator should
have: A use simulator should capture:

• Personal interests and preferences (and changes over time);

• Persona (personality, educational and socio-economical background);

• Multi-modality of interactions (speech, text, pointing and clicking);

• User’s ability to change their state of knowledge (learn and forget);

• User’s ability to learn how a system works and what its limits are and
change expectations and behaviour accordingly.

Salle et al. [2021]make one of the first attempts at user simulation for mixed-
initiative conversational search, by designing a simulator that selects an answer
to potential clarifying questions posed by the system. However, their approach is
limited to pre-defined clarifying questions and pre-defined answers. Given a clar-
ifying question, the simulator selects the most appropriate answer from a pool of
pre-constructed answers. As such, simulator’s usability is restricted to a closed
collection of such questions and answers. Section 6.3 addresses that issue, as we
design USi [Sekulić et al., 2022], a simulator capable of generating answers to
clarifying questions posed by the system. Generating the answers eliminates the
need for pre-defined sets of questions and answers and enables answering any
questions posed by the system. USi’s answers are in line with a given information
need description and in coherent natural language. Nonetheless, their approach
remains limited to single-turn interactions and does not take into account con-
versational context. Moreover, USi only addresses clarifying questions that are
direct and about a single facet of the query. In our more recent work [Owoicho
et al., 2023], presented in Sect.6.4, we propose ConvSim, a simulator capable
of multi-turn interactions with mixed-initiative conversational search systems.
ConvSim addresses the challenges of previous work, while also further extend-
ing simulator capabilities by being able to provide positive and negative feedback
to system’s responses.

2.5.6 Simulation for TOD Systems

The state of the art in user simulation for TOD systems has evolved significantly in
the recent years. Initially, Eckert et al. [1997] proposed the Bigram model, which
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estimates a user action conditioned on the system actions. Although efficient, this
model does not account for the user goal coherence. Rule-based methods like
Agenda-based [Schatzmann et al., 2007, Schatzmann and Young, 2009, Keizer
et al., 2010] addresses the coherence issue but relies on the manual definition of
rules.

Data-driven approaches, leveraging deep learning models [Gür et al., 2018,
Asri et al., 2016, Lin et al., 2021a, 2022, 2023], overcome the rule-based con-
straints but require significant computational resources and annotated data. These
methods mandate dialog annotation for user goal fulfillment at each turn. In-
context learning approaches [Terragni et al., 2023] have recently gained traction,
designing prompts using snippets of example dialogs, the user’s goal (expressed
in natural language as in Terragni et al. [2023], or structured format as in David-
son et al. [2023]), and the dialog history. While these approaches demand fewer
resources than fine-tuning methods and eschew manual annotation, they under-
score limitations of LLMs, including hallucinations, repetitions, and incomplete
user goal fulfillment.



Part I

Mixed-Initiative Conversational Search
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Chapter 3

Clarifying Questions in Conversational
Search

In this chapter, we address clarification in mixed-initiative conversational search.
Specifically, in Sect. 3.1, we first propose a facet-driven method for generating
clarifying questions. However, we identify a crucial obstacle for scaling our ap-
proach: our method relies on query facets, which are not easily obtainable. Thus,
in Sect. 3.2, we investigate the possibility of extracting such facets from a re-
trieved set of documents. Finally, in Sect. 3.3, we assess the usefulness of posed
clarifying questions and the given answers, proposing a classifier-based approach
for improved retrieval performance.

Work presented in this chapter has been published in Sekulić et al. [2021],
Sekulić et al. [2022], and Sekulić et al. [2024b].

3.1 Facet-driven Clarifying Question Generation

As outlined in Chapter 2, clarification in search has been shown to be beneficial
both to the user and to the conversational search system. In this section, we
describe our approach to generating clarifying questions that are conditioned
on a specific aspect of a given query. We first formally define the problem and
describe the data acquisition for training such a model. Then, we propose a train-
ing method for fine-tuning GPT-2.1 Finally, we present and analyze the results on
the dataset used for fine-tuning in order to quantify its effectiveness with both
automatic metrics and human judgments acquired through crowdsourcing.

1We note that, while current LLMs exceed capabilities of GPT-2, this work was done in 2021,
when GPT-2 version state-of-the-art LLM.
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Although significant progress in the area of clarifying user intent has been
made, current approaches remain limited to either question selection from a
predefined pool of questions [Aliannejadi et al., 2019b, 2020b], template-based
question generation [Zamani et al., 2020a], or unsuitable for a fully conversa-
tional setting due to the format of the question [Zamani et al., 2020a]. Each
of the mentioned works make certain assumptions about the data and problem,
such as being able to collect all possible clarifying questions [Aliannejadi et al.,
2019b], or being able to fit all the questions in a limited number of templates [Za-
mani et al., 2020a]. We argue that, while making such strong assumptions is
necessary as a starting point towards studying the effect of clarifying questions,
it does not represent a real-world scenario. Therefore, an ideal IR system should
be able to generate any types of clarifying questions.

A good clarifying question needs to steer the conversation towards a clear
formulation of the user’s information need, aiming to facilitate retrieval of rel-
evant documents. Two main challenges arise in generating a good clarifying
question: i) to decide if the content of the question is about a specific facet of the
user’s query or a somewhat more general aspect; ii) to generate the question in
coherent and fluent natural language. The two challenges have been explored
separately, but the unified solution is still lacking in the research community. In
this section, we propose an approach that addresses both problems.

To tackle the first challenge, we propose to generate a clarifying question
based on one or more query facets, thus tackling the problem of the lack of se-
mantic guidance of recent question generation approaches [Rosset et al., 2020].
Given a user’s query, the CIR system should first perform a facet extraction step.
Query facets can be extracted from the retrieved set of documents [Kong and Al-
lan, 2013], knowledge graphs [Feddoul et al., 2019], query logs [Zamani et al.,
2020a], or search engine query autocompletion features [Salle et al., 2021]. We
propose a question generation model that produces a question based on the ini-
tial query and several keywords representing one of the extracted facets. In order
to generate a coherent question, thus tackling the second challenge, we propose
to employ the large-scale language model GPT-2, which is capable of generating
text of near human quality [Radford et al., 2019].

More specifically, in this section we formally define and propose a query- and
facet-conditioned clarifying question generation model. To this end, we fine-tune
a large-scale language model, specifically GPT-2, conditioned on the user query
and one of its facets. Additionally, we construct a dataset of query-facet-question
triplets, to use as ground-truth for training our model. The triplets are extracted
from the ClariQ dataset [Aliannejadi et al., 2020b] and are intended to simu-
late a real-world scenario, where facet terms would be automatically extracted
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by any of the aforementioned techniques. Moreover, by synthetically creating
facet keywords we eliminate the possibility of propagated error from the facet
extraction algorithm, ensuring the consistency in training of our models. Exper-
imenting with different facet extraction methods goes beyond the scope of this
paper and is left for future work. Instead, we evaluate the proposed method of
generating questions with a number of automatic NLG metrics, as well as human
annotators. In a crowdsourcing study, we compare the questions generated by
our method with those generated by baseline models in terms of naturalness and
usefulness. The results show that query- and facet-conditioned question gener-
ation outperforms the template-based and the query-conditioned GPT-2 in both
dimensions.

Thus, our contribution is threefold:

• We present a novel approach to generating clarifying questions. We employ
large-scale language models driven by query facets for the task.

• We show the plausibility of our approach, by proposing a semantically-
controlled generative model. We fine-tune GPT-2 conditioned on an initial
query and one of its facets. We release the code for future work and repro-
ductibility purposes.2

• Alongside the automated evaluation of the proposed model, we perform
human evaluation. Furthermore, to complete the study, we discuss the
limitations, future work, and potential theoretical framework where our
approach could be utilized.

3.1.1 Semantically-Guided Question Generation

We define our task of generating clarifying questions as a sequence generation
task. Formally, given a facet f and a query q, the model needs to construct
a valid clarifying question cq. Facet f is one of the facets taken from the set
of extracted facets, as described in Sect. 3.1.5. Query q is issued by a user. A
clarifying question is then defined as a function of the query and its facet:

cq′ =Quest ionGenerator(q, f ) (3.1)

To the best of our knowledge, we are the first to condition the clarifying question
generation on both the query and the facet.

2Github repository: https://github.com/isekulic/CQ-generation.

https://github.com/isekulic/CQ-generation
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Language Modeling

Current state-of-the-art methods for text generation are based on large-scale
auto-regressive language models [Radford et al., 2019, Dai et al., 2019]. The
goal of language modeling is to learn probability distribution pθ (x ), given ex-
ample sequences x = [x1, x2, . . . , xn], where n is a sequence length and θ are
parameters of our model. In auto-regressive language generation, we decom-
pose language modeling into next-word prediction, factorizing the distribution
pθ (x ) using the chain rule of probability:

pθ (x ) =
n
∏

i=1

pθ (x i|x<i) (3.2)

We utilize pre-trained GPT-2, an auto-regressive model trained to learn pθ (x )
as in Equation 3.2. By doing so, we take advantage of the fact that GPT-2 is
trained on large amount of text data, which already makes it powerful for lan-
guage generation, as shown by it’s performance on various downstream tasks
[Radford et al., 2019]. However, as our goal is not just to generate any text se-
quences, but to generate questions conditioned with the initial query and one of
its facets, we essentially model pθ (x |q, f )where q and f are a query and its facet,
respectively. Building on top of recent approaches to semantically-controlled lan-
guage generation [Peng et al., 2020, Keskar et al., 2019], we model:

pθ (x |q, f ) =
n
∏

i=1

pθ (x i|x<i, q, f ) (3.3)

Learning of parameters θ is done by minimizing the negative log-likelihood of
the conditional probabilities in Equation 3.3, that is:

Lθ (D) = −
|D|
∑

j=1

n
∑

i=1

logpθ (x
j
i |x

j
<i, q j, f j) (3.4)

where D = {(x j, q j, f j)}Nj=1 is the dataset of triplets consisting of clarifying ques-
tions x , queries q, and facet terms f . We fine-tune our model on D, in order
to be able to: 1. generate questions, not just any textual sequence; 2. generate
questions about a given facet of a given query.

Inference

In order to generate clarifying questions, we use a combination of state-of-the-
art sampling techniques to generate a textual sequence from the trained model.
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Namely, we utilize temperature-controlled stochastic sampling with top-k [Fan
et al., 2018] and top-p (nucleus) filtering [Holtzman et al., 2020]. By tuning the
temperature, we increase the likelihood of high probability words and decrease
the likelihood of low probability words, or vice versa. We do so by directly ad-
justing the softmax over pθ (x ), making the probability to predict the i-th token
from the vocabulary:

pi =
ex p(x i/T )
∑

j ex p(x j/T )
(3.5)

where x i are the logits for i-th token in the vocabulary, and T is the temperature.
Moreover, we restrict the sampling to only the top-k most likely next tokens, re-
distributing the probability mass over the remaining k tokens. As some tokens
can be samples from a sharp distribution, while others from a flat distribution,
top-k sampling shows some shortcomings. Parameter k is fixed and set before
sampling, so the possibility of sampling an irrelevant token from a sharp distri-
bution increases. At the same time, setting a low k might restrain model’s token
variety. To overcome these potential issues, we experiment with top-p (nucleus)
sampling [Holtzman et al., 2020], where we consider the minimum number of
next possible tokens whose summed probabilities amount to p ∈ [0, 1]. Again,
the probability mass is then redistributed among the remaining tokens and stan-
dard sampling is performed from the reduced set of tokens. Our final experi-
ments are performed with temperature T set to 0.7, k to 0, and p to 0.9, as this
combination of parameters showed promising results in the early analysis, and
is supported by previous research [Holtzman et al., 2020].

3.1.2 Dataset Construction

To the best of our knowledge, a dataset suitable for our purpose of training a
sequence generation model conditioned on two different segments, i.e., a query
and its facet, is not available in the IR/NLP community. Moreover, as we need
to generate questions, the specificity of our needs increases. Thus, we adapt a
simple data filtering to transform ClariQ data samples to the appropriate (q, f , cq)
triplets. ClariQ [Aliannejadi et al., 2020b] consists of queries and corresponding
clarifying questions, which are acquired from crowdsourcing. However, since
questions are not about a specific facet, we extract the facet keywords using the
following procedure:

1. We discard the beginning of the question. Since most of the questions fall
under a few templates, with 10 different prefixes we cover around 80% of
the dataset.
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Table 3.1. Statistics of ClariQ-Fkw dataset used for fine-tuning our generative
model. Symbol #N represents “number of”.

train dev

Number of samples 1756 425
Average #N facet terms 1.9 1.8
Std of #N facet terms 1.0 0.9
Number of unique queries 187 50
Avg #N questions per query 9.39 8.5
Std #N questions per query 2.7 2.6

Table 3.2. Training triplets from ClariQ-FKw as an input to the GPT-2 model,
with clarifying question as a language modeling target.

Initial Query Facet terms Clarifying Question

Tell me about cass county missouri list homes sale are you interested in a list of homes for sale in cass county
What is von Willebrand Disease? treatments are you interested in learning about treatments for von willebrand disease
What is von Willebrand Disease? types are you interested in the types of von willebrand disease
Tell me about atypical squamous cells aytypical desciption are you interested in a desciption of aytypical squamous cells
Tell me about atypical squamous cells result test are you interested in atypical squamous cells in a test result
Tell me about atypical squamous cells urine are you interested in atypical squamous cells in urine
Tell me more about Rocky Mountain News archives are you interested in news archives
Tell me more about Rocky Mountain News information park national are you interested in information about the national park
Find me information about the sales tax in Illinois. state are you interested in how the illinois state tax is determined

2. We keep only content-bearing words, specifically verbs, nouns, and noun
phrases. The part-of-speech tagging is done with NLTK [Bird et al., 2009].
This ensures that our synthetically created facet keywords resemble the
output of any of the most typical facet extraction methods.

3. Finally, from the remaining set of words we remove the ones that also ap-
pear in the query. This is done in order to keep our dataset as general as
possible, as the facets or subtopics in real-world scenario are unlikely to
contain words from the initial query.

This procedure gives us a dataset of more than 2000 triplets, whose examples can
be seen in Table 3.2. Table 3.1 shows statistics of the created dataset, ClariQ-
FKw, where FKw stands for Facet Keywords. We see that the average number of
facet terms is 1.9, with standard deviation of 1.0. Thus, for future work, we sug-
gest that facet extraction method follows similar characteristics. Additionally, we
notice a high number of questions for the same query. This further enforces our
model to consider both the queries and the facet terms when forming a clarifying
question.
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3.1.3 Fine-tuning GPT-2

We fine-tune the GPT-2 [Radford et al., 2019] model as our clarifying question
generation function Quest ionGenerator from Equation 3.1. Specifically, we
form the input to the GPT-2 model as follows:

input_seq = f [SEP]q[bos]cq[eos] (3.6)

where [bos], [eos], and [SEP] are special tokens indicating the beginning of
sequence, the end of sequence, and a separation token, respectively. Query q,
facet terms f , and clarifying question cq are tokenized prior to constructing the
full input sequence to the model. Additionally, we further feed the model with
segment embeddings, which indicate different segments of the input sequence,
namely q, f , and cq. All of the text pre-processing and exact formation of the
input sequence is available in our Github repository.3

To calculate the language modeling loss L , we project the hidden-state on
the word embedding matrix to get logits and apply a cross-entropy loss:

L =
N
∑

i=1

pi log(epi) (3.7)

where p is the true distribution and ep is the predicted distribution of our model.
The loss is applied only on the clarifying question (cq) part of the sequence, while
preceding tokens of the facet and the query are masked out.

We fine-tune the models with a batch size of 32, learning rate of 5×10−5 for
8 epochs. The hyperparameters were chose based on previous research on text
generation and a grid search of the optimal learning rate and number of epoch
on the development set. The training takes about one hour on GeForce GTX
1080 Ti GPU. We use the HuggingFace [Wolf et al., 2019] implementation of the
GPT-2 model. During inference, we omit the clarifying question cq part from the
Equation 3.6 of the input sequence to the model. We generate the question by
sampling token by token, as described in Sect. 3.1.1.

3.1.4 Evaluation

We evaluate our question generation model using a number of standard NLG
metrics. Additionally, as some NLG metrics received heavy criticism from the
research community, we make use of crowdsourcing for gathering human judg-
ments. With the evaluation, we aim to assess the plausibility of query- and facet-
conditioned GPT-2 for the task of generating clarifying questions.

3Github repository: https://github.com/isekulic/CQ-generation.

https://github.com/isekulic/CQ-generation
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Baselines

We compare our query and facet-conditioned model (QF-GPT) to two competitive
baselines. These are:

Template-based Question Generation (TB) A template-based approach to gen-
erating clarifying questions produces a question by simply filling a slot in a pre-
defined question. More specifically, we construct the questions by filling the slot
[facet term] in a question “Are you interested in [facet term]” with one of the
query facet terms. This specific question was chosen as it is the most common
way of constructing clarifying questions in the Qulac dataset [Aliannejadi et al.,
2019b]. The template-based approach has been widely used in various IR tasks
[Zamani et al., 2020a, Zhang and Balog, 2020].

Query-conditioned GPT-2 (Q-GPT) As our second baseline model, we fine-
tune GPT-2 to generate clarifying questions as described in Sect. 3.1.3, but with-
out feeding facet terms as input to the model. This simulates the behavior of
most chatbots, as they solely rely on conversational history, rather than the ex-
plicit conversational aspect that should be discussed. This model resembles the
approach of Rosset et al. [2020], who employ a GPT-2-based model for conver-
sational question suggestion. They train their model on query-question pairs
in a pointwise setting. One limitation of that approach, as pointed out by the
authors, is the lack of explicit semantic guidance. Our hypothesis is that this
baseline model will generate fluent responses. However, clarifying questions are
generated solely based on the query and the memorized generic utterances in
the weights of the model, rather than being about specific aspect of the query.
Moreover, the generated questions have a risk of not being answerable by our
collection.

Automated Metrics

We evaluate our generated questions against reference questions from ClariQ.
To this aim, we compute a number of standard metrics for evaluating generated
language. The first two are widely adopted metrics: BLEU [Papineni et al., 2002]
and ROUGE [Lin, 2004], which are based on n-gram overlap between the gen-
erated text and the reference text. Additionally, we compute METEOR [Banerjee
and Lavie, 2005], which was reported to have higher correlation with human
judgments than BLEU and ROUGE [Banerjee and Lavie, 2005]. METEOR miti-
gates the shortcomings of BLEU and ROUGE by not just counting the overlap of
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Table 3.3. Evaluation of generated questions against gold standard in
ClariQ. TB, Q-GPT, and QF-GPT stand for templated-based baseline, query-
conditioned GPT-2 baseline, and the proposed query- and facet-conditioned
GPT-2, respectively. EAC stands for EmbeddingAverageCosine. Bleu-N indi-
cates BLEU metric calculated on N-grams.

Model Bleu-1 Bleu-2 Bleu-3 EAC METEOR ROUGE-L

TB 0.316 0.169 0.101 0.890 0.212 0.394
Q-GPT 0.316 0.210 0.150 0.862 0.165 0.315
QF-GPT 0.320 0.186 0.119 0.906 0.289 0.285

n-grams, but also considering their stems, WordNet synonyms, and paraphrases.
Furthermore, we compute the EmbeddingAverage, defined as cosine similarity
between the mean of the word embeddings of each token in the generated and
the target questions [Kryscinski et al., 2019].

Human judgments

Recent studies have revealed several flaws of the standard heuristic-based NLG
metrics [Sai et al., 2022, Liu et al., 2016, Callison-Burch et al., 2006, Ritter et al.,
2010, Mairesse et al., 2010]. The criticism comes from the low correlation of
the automated metrics with human judgments, thus making the metrics untrust-
worthy or even misleading. Moreover, Stent et al. [2005] found that several
automatic metrics, including BLEU, correlate negatively with human judgments
on fluency of generated text. Thus, in order to properly evaluate our generated
clarifying questions, we opt for human annotations. As stated before, a good
clarifying question should be in a coherent, fluent natural language and relevant
to the topic of the conversation. For that reason, we evaluate two different as-
pects of our generated questions: naturalness and usefulness, described in the
next Section.

Evaluation is done in a pairwise setting, i.e., an annotator is presented with
two questions generated by two different models and has to choose which one
is more natural, or more useful, depending on the task. We evaluate the perfor-
mance of the models in a pairwise setting, as it has been shown to be more reli-
able and more consistent across annotators than for example the Likert scale [Li
et al., 2019]. We compare our main facet-guided clarifying question generation
model with the two baseline models described in Sect. 3.1.4. Additionally, we
compare the two baselines among themselves.
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Naturalness. An important feature of a conversational search system is its nat-
ural responses in fluent and coherent natural language [Anand et al., 2020].
Inspired by several studies in various tasks of NLG [Sai et al., 2022, Peng et al.,
2020], we define naturalness as a question being natural, fluent, and likely gener-
ated by a human. Similar definitions exist in a wide range of work, including flu-
ency [Callison-Burch et al., 2006, Stent et al., 2005] and humanness [See et al.,
2019]. For example, a clarifying question “Would you like to know more about
magnesium-rich foods?” is more natural and fluent than “Are you interested in
magnesium foods?”.

Usefulness. Rosset et al. [2020] define a usefulness metric to describe conversation-
leading clarifying questions. They argue that questions can be relevant to the
user’s query, but that does not make them necessarily useful. For example, given
a query “Tell me about kiwi fruit.”, a question such as “Would you like to know
about kiwi?” is arguably relevant to the query, but it is useless, as it is too broad.
Moreover, a clarifying question such as “Are you interested in the business model
of NZ kiwi fruit company?” is also related, but also useless due to it being far too
specific. This definition of usefulness can be related to adequacy [Callison-Burch
et al., 2006, Stent et al., 2005] and informativeness [Peng et al., 2020].

Crowdsourcing

We use the crowdsourcing platform Amazon Mechanical Turk4 to acquire anno-
tators, i.e., workers, for our evaluation study. We use in total more than 100 dif-
ferent workers, all based in United States, with minimum approval rate of 94%
and minimum number of accepted HITs so far of 1000. We limit the number
of annotations per worker to 25 question pairs, in order to eliminate tiredness.
Moreover, each question pair is judged by three different workers yielding more
than 2000 labels in total, across all of the experiments. We use majority voting
to decide on the final label. We compute Fleiss’ kappa κ to assess the degree
of agreement per annotated pair. The outcome reaches low, fair, and moderate
agreement, depending on the compared models. Workers with suspiciously low
performance on the manually curated test pair questions were eliminated from
the study.

4https://www.mturk.com

https://www.mturk.com
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Results

Automated Metrics. Results of our automatic evaluation are presented in Table
6.3. We notice that it is not clear which model is the best based solely on auto-
mated metrics. Specifically, QF-GPT yields the best results among the models
in terms of Bleu-1, EAC, and METEOR. However, Q-GPT shows the best perfor-
mance in terms of Bleu-2 and Bleu-3, while TB outperforms all other models in
terms of ROUGE-L. This is a well-known issue in evaluating generated text, as
the automated metrics rarely highly correlate with the real scenario [Sai et al.,
2022]. For that reason, we rely on human judgments to more accurately estimate
the performance of the models. With an automated evaluation, we can only add
to the large body of work on criticism of automated metrics for NLG.

Human Evaluation. Comparisons of the baseline models, i.e. Template-based
and GPT-2-query, with our proposed facet-guided GPT-2 on naturalness and use-
fulness are presented in Tables 3.4 and 3.5, respectively. We conducted a bino-
mial test for each of the model comparison that we’ve made. The p-values are
presented in Table 3.6.

When assessing naturalness of questions generated by our model and the
baseline models, we notice several key observations:

• GPT-2-based models (Q-GPT and QF-GPT) produce more natural clarifying
questions than the template-based model (TB). This was our initial hypoth-
esis and main motivation behind utilizing GPT-2 for the task.

• GPT-2-based models produce questions of similar naturalness, as the dif-
ference between query-only model (Q-GPT) and query- and facet-guided
GPT-2 model is small (51 to 49). This is also expected, as both methods
produce fluent questions.

Moreover, from the study on usefulness of generated questions, we observe:

• GPT-2-based models outperform the template-based model. The initial hy-
pothesis was that query-aware GPT-2 (Q-GPT) might not perform so well
on usefulness, as the questions are not grounded in any specific facet of the
query. However, careful examination of the annotated questions suggested
that even though the model is not guided by an explicit facet, it is still gen-
erating questions that are very often facet-based. The crucial difference
to the QF-GPT being that we can not control which facet Q-GPT will ask
questions about, as it can only ask about the ones that are implicitly saved
in GPT-2’s weights.
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Table 3.4. Results on Naturalness between query- and facet-guided GPT-2
(QF-GPT), query-only GPT-2 (Q-GPT), and the template-based (TB) models.

Wins
TB Q-GPT QF-GPT

Lo
se

s TB - 69 59
Q-GPT 31 - 49

QF-GPT 41 51 -

Table 3.5. Results on Usefulness between query- and facet-guided GPT-2 (QF-
GPT), query-only GPT-2 (Q-GPT), and the template-based (TB) models.

Wins
TB Q-GPT QF-GPT

Lo
se

s TB - 63 60
Q-GPT 37 - 57

QF-GPT 40 43 -

• QF-GPT outperforms Q-GPT, which confirms our hypothesis that facet-guided
question generation is more useful. According to the Table 3.6, the differ-
ence is not statistically significant. However, although Q-GPT is capable of
producing clarifying questions related to user’s query, we have no control
over the content of the questions. Thus, facet-driven QF-GPT poses itself
as a stronger choice for the task.

Human judgments confirm our hypothesis that GPT-2 can generate fluent and
natural clarifying questions, while allowing explicit semantic guidance, when
trained accordingly. Next, we perform qualitative study of actual questions gen-
erated by the proposed model.

Table 3.6. The p-values of binomial statistical test for the significance of the
comparisons between different models for naturalness and usefulness.

Naturalness Usefulness

TB & Q-GPT 0.01 0.01
TB & QF-GPT 0.08 0.05
Q-GPT & QF-GPT 0.92 0.19
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Qualitative Study

Table 3.10 shows several examples of questions generated by our proposed facet-
guided model and the baselines. We can observe that all questions generated by
GPT-2-based models are indeed fluent and coherent. However, a key difference
is that query-conditioned GPT-2 generates questions that are often not entirely
relevant to the topic of the conversation. This is known as the hallucination of
generative models, where generated responses do not correspond to the real-
world [Du et al., 2020, Dziri et al., 2021]. By grounding our question generation
model in facets, we gain control of the conversation and eliminate the hallucina-
tion effect, thus making our model more useful for clarifying the user need.

Table 3.7. Examples of generated clarifying questions given the initial request
and one of the facet terms.

Initial request Tell me about kiwi

Facet terms information fruit biology bird people background historical

Template-based Are you interested in information fruit? Are you interested in biology bird?
Are you interested in people
background historical?

Q-GPT Are you looking for kiwi clothing? Are you looking for kiwi reviews? Are you interested in kiwi fitness?
QF-GPT Are you interested in kiwi fruit? Are you interested in kiwi birds? Are you interested in kiwi history?

Initial request What is von Willebrand Disease?
Facet terms treatments symptoms types

Templated-based Are you interested in treatments? Are you interested in symptoms? Are you interested in types?
Q-GPT Are you looking for a specific web page? Are you looking for a specific medication? Do you want to know the causes of this disease?

QF-GPT
Do you want to know what treatments
are used to treat the von Willebrand disease?

Are you looking for a list of
symptoms of von Willebrand?

Are you looking for a list of the diseases?

3.1.5 Limitations and Future Work

Facet Extraction from Retrieved Documents

In this section, we proposed to generate clarifying questions about certain query
facets. However, we have dealt only with facets acquired through controlled
keyword extraction, leaving automatic facet extraction as a separate part in a
conversational system for future work. We now describe several potential ap-
proaches for acquiring query facets and formally define the required properties
such methods should have in order to be easily included into our model.

Recent work on clarifying question generation extracted query aspects from
the search log of a major search engine [Zamani et al., 2020a]. As such logs are
not widely available, we suggest extracting the facets from the set of documents
retrieved in response to the initial query. Several methods for facet extraction
from a set of documents already exist in the literature [Deveaud et al., 2014, Kong
and Allan, 2013] and are largely based on clustering and language modeling
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approaches. Formally, given a query q, we retrieve a set of documents D = {D}
from the collection C . We then extract a set of N facets F = {F}, where N is the
hyperparameter representing the total number of facets to extract. Each facet
F consists of a set of terms (keywords) representing it: F = {t}. Facet terms F
can then be fed into our generative model in order to produce useful clarifying
questions. In the following sections, we explore in depth the feasibility of such
approach.

Conversation History

Our approach is currently limited to generating clarifying questions from the
initial query only. However, one important aspect of conversational search are
multi-turn interactions. Extension of our model to multi-turn conversations in-
cludes understanding user’s answer to our clarifying question and deciding whether
to ask a follow up clarifying question, or otherwise to show the user retrieved
relevant documents. In order to ask a follow up clarifying question we can sim-
ply generate a question about some other facet of a query. However, for better
results, we should also consider user’s answer, as they often provide additional
information and not just a yes-or-no answer [Krasakis et al., 2020]. As GPT-2 has
been show to be able to capture multiple turns of information-seeking conversa-
tions [Peng et al., 2020, Vakulenko et al., 2021], our first attempt of extending
the model would be to feed the conversation history together with the initial
query and the extracted query facets to the GPT-2-based model.

Multiple Facets

One of the planned extensions of this work is to generate clarifying questions
about multiple query facets, rather than just one at the time. Looking at the first
example of Table 3.10 and the query “Tell me about kiwi”, our current model
would generate a question about one of the facets, such as “Do you want infor-
mation about kiwi fruit?”. However, in order to potentially minimise the number
of conversational turns needed to satisfy the user information need, we could ask
a question in line with “Are you interested in kiwi fruit, kiwi bird, or New Zealand
people?”. The challenge here is to create a dataset of such questions suitable for
training of generative language models, like GPT-2.
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3.2 Exploiting Document-based Features for Clarifica-
tion

In this section, we build on top of the work described in Sect. 3.1, addressing
the challenge of acquiring query facets for clarifying question construction. The
work presented in this section is published in Sekulić et al. [2022].

The current research line on search clarification relies either on an available
question bank [Aliannejadi et al., 2019b] or large-scale query logs [Zamani et al.,
2020a]. In their proposed offline evaluation methodology, Aliannejadi et al.
[2021b] suggested the use of pre-collected clarifying questions for a limited set
of topics. While providing a practical ground for the development and offline
evaluation of conversational systems, their assumption of having a set of clarify-
ing questions for all possible topics is not realistic. Zamani et al. [2020a], on the
other hand, proposed a generative model that learns to generate template-based
questions, mining a large-scale query logs from Bing.com. Mining query refor-
mulations of various sessions provides crucial insights into how and why a query
can be incomplete and what questions can be asked for clarification. However, it
is limited to the existence of such large-scale logs. Moreover, it is not applicable
to long-tail queries, or queries with very diverse set of reformulations.

Exploiting the top-k retrieved results has proved to be an effective way of
approaching several IR tasks, such as pseudo-relevance feedback [Cao et al.,
2008], query performance prediction [He and Ounis, 2006], and query facet
extraction [Kong and Allan, 2013]. Pseudo-relevance feedback studies lie on
the basic assumption of taking the top-k retrieved results in response to a user
query as relevant. It has been shown that these documents contain useful do-
main knowledge that helps the system specialize the user’s query and improve
the performance [Cao et al., 2008]. Also, a large body of research on query
performance prediction [He and Ounis, 2006, Zhou and Croft, 2007] estimates
the difficulty of a given query based on the top-k retrieved documents and their
predicted relevance scores.

In this work, we aim to experiment and analyze the effectiveness of top-k
retrieved documents in generating clarifying questions. As such, we conduct a
set of extensive experiments where we systematically study the effectiveness of
various feature sets from different aspects, as well as facet extraction techniques.
First, we extract three sets of features, namely, part-of-speech (POS) tags, knowl-
edge graph entities, and Latent Dirichlet Allocation (LDA) topics. In the next
step, given that each document would have various features, we propose three
approaches to analyze the extracted features on a ranking-based manner and
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extract a few keywords that describe a facet. We call this step facet extraction.
We propose the three following techniques for facet extraction: (i) a random se-
lection of features; (ii) selecting the features based on entropy of each extracted
features; and (iii) selection based on variance of feature’s tf-idf values across the
top-N documents.

Regarding the evaluation, we firstly follow [Salle et al., 2021] in simulating
users that provide non-cooperative answers to the systems (i.e., only yes and no
with no additional information). By doing so, we are able to test the effectiveness
of the predicted facets for each query in terms of document retrieval. Hence, we
always assume that a user would respond with a “yes” to the system’s posed ques-
tion. Therefore, following [Aliannejadi et al., 2019b], we re-rank the documents
by combining the language models of the original query and the extracted facet
and evaluate the effectiveness of a facet in terms of how much it improves the
document ranking performance. Moreover, we construct template-based ques-
tions with the selected facets and evaluate their usefulness with a crowdsourcing
study. Furthermore, we discuss how the retrieval and human-annotation results
provide new insights on extraction and selection of ranking-based features.

Among the various findings, we find that facet extraction is a critical part
of the process of generating clarifying questions. Comparing the results of the
random, entropy-based, and TF-IDF-based facet extraction methods, we observe
a difference between the three methods and a margin in performance, indicating
the significance of the facet extraction technique where we find that the entropy-
based method achieves the best performance. Based on the human annotation,
we see that LDA-based and entity-based features lead to more useful questions,
compared to POS-based questions.

Our contributions can be summarized as follows:

• We perform detailed experiments on clarifying question generation with
document-based features;

• We propose novel facet extraction techniques with the aim of generating
clarifying questions;

• We conduct an extensive automatic and human evaluation of our approach.

Our findings show that significant improvements in document retrieval per-
formance can be achieved when the retrieval is performed with a facet-expanded
query. This finding, combined with the usefulness assessments of the facet-based
clarifying questions, support the usefulness of using entity-based and LDA-based
facets for clarification in conversational search.
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3.2.1 Methodology

Feature Extraction from Retrieved Documents

In order to extract useful features from the documents and explore their potential
in clarifying question generation, we first retrieve a ranked list of relevant docu-
ments for the user’s initial queries. For that purpose, we utilize Chatnoir [Beven-
dorff et al., 2018], a freely accessible Elasticsearch-based search engine with in-
dexes of ClueWeb and CommonCrawl corpora. The Chatnoir service uses BM25
as its main document retrieval model.

For each query, we extract several content-based features from the retrieved
list of documents relevant to that query. Formally, for each document Di in the
ranked list of documentsD = [D1, D2, . . . , DN], where N is the maximum number
of top ranked documents to consider, we apply a feature extraction function g,
yielding a list of features Fg = [F1

g , F2
g , . . . , F N

g ]:

F i
g = g(Di) (3.8)

Extracted features for the i-th document in the ranking are represented as feature
terms F i = [ f i

1 , . . . , f i
j , . . . , f i

Mi
], where Mi is the number of extracted features for

Di. Notice that we removed the subscript g from F to simplify the notation.
We experiment with different feature extraction methods, aiming to discover

which content-based features best capture the essence of clarification in con-
versational search. More specifically, for each document we extract: 1) nouns;
2) noun phrases; 3) verbs; 4) named entities; 5) entities in a knowledge base;
6) topics with topic modeling. We utilize spaCy [Honnibal et al., 2020] for text
processing and identifying features 1 through 4. Moreover, in each document,
we link the present entities to the ones in the English Wikipedia knowledge base
(feature 5) with Radboud Entity Linker (REL) [van Hulst et al., 2020]. The en-
tities acquired by entity linking are expected to yield more precise and reliable
entities than spaCy’s named entity recognizer. Finally, we employ LDA [Blei et al.,
2003] for topic modeling over the document list. We set the number of topics to
extract to 5, as it showed the most promising results in the initial experiments of
the study. We base our LDA implementation on Stanford’s Mallet topic modeling
toolkit [McCallum, 2002].

Facet Extraction

Given the extracted feature list for each retrieved document w.r.t. a single query,
the Facet Extraction module aims to select a feature that could be used to gen-
erate a useful clarifying question. Such feature would act as a query facet, and
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should ideally be informative and allow us to filter out the retrieved document
list, advancing towards satisfying the user’s information need. We find moti-
vation for constructing the Facet Extraction module by analyzing precision and
recall of the extracted raw facets, as described in Section 3.2.2. We experiment
with three different Facet Extraction methods. Namely: random, entropy-based,
and tf-idf-based selection. Each of the methods, given a list of extracted features
from the document listF , selects the most discriminative ones based on different
criteria to act as a facet.

More specifically, the random selection method simply randomly selects any
of the features f j

i from any of the N retrieved documents.
The entropy-based selection method computes the entropy for each of the f j

features by taking into account their term-frequency distribution over the docu-
ments:

scoreE( f j) = H([T F( f j)
1, T F( f j)

2, . . . , T F(F j)
N]) (3.9)

where T F( f j)i is the term frequency count of the feature j in the i-th document.
By computing the entropy of each of the potential facets f j, we capture their
level of uncertainty and amount of carried information [Shannon, 1948]. This
means that features with a balanced probability distribution across the retrieved
document list will have a higher scoreE, making them more likely to be extracted
as facets.

The score based on term frequency-inverse document frequency (tf-idf) is
computed as the standard deviation of tf-idf values for the feature f j in each of
the documents:

scoreT ( f j) = σ([
T F( f j)1

log DF( f j)
,

T F( f j)2

log DF( f j)
, . . . ,

T F( f j)N

log DF( f j)
] (3.10)

where the DF( f j) represents the document frequency of the feature f j. The
score is based on the proved fact that features with a high tf-idf value in a doc-
ument are highly discriminative for that document. Thus, features with high
variance between tf-idf scores across documents should capture that notion of
single-document discriminativeness. Intuitively, we want the facet to be discrim-
inative and help in filtering out the result list to tailor it according to the user’s
information need, but at the same time be closely related to the topic.

Finally, the facet is selected by taking the one with the maximum score, for
each of the methods separately, that is:

f acet{E,T} = argmax
f j

score{E,T}( f j) (3.11)
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with an additional requirement that the feature f j must appear in at least 3 dif-
ferent documents, to avoid overestimation by the entropy-based and tf-idf-based
methods.

Facet-based Question Generation

As reviewed in the related work section, several methods exist for question gen-
eration. However, options are scarce for facet-guided question generation. In the
previous section, Sekulić et al. [2021] proposed a GPT-2 based method for facet-
grounded clarifying question generation. Nevertheless, the questions generated
by their model are not always about the specific facet, as they can also focus on
the query alone. In order to have more control over the experiments, we resort to
widely used template-based question construction [Zamani et al., 2020a, Zhang
and Balog, 2020]. Specifically, we substitute the slot in the question pattern “Are
you interested in {facet}?”, with facet extracted through Equation 3.11.

3.2.2 Evaluation Setting

In this section, we describe the user data and explain the evaluation framework
of our three-step methodology described in the previous section. Specifically, we
describe the precision- and recall-based evaluation of extracted features by com-
puting overlap with the human-generated clarifications. Next, we describe the
evaluation of facet extraction methods through a document retrieval-based ex-
periment. Finally, we detail the crowdsourcing-based evaluation of the clarifying
questions generated based on the extracted facets.

Evaluation Dataset

For the purpose of evaluating our approach, we focus on the ClariQ dataset
[Aliannejadi et al., 2020b], an extension of the Qulac dataset [Aliannejadi et al.,
2019b], aimed at fostering research in the field of asking clarifying questions in
open-domain conversational search. ClariQ was created on top of the TREC Web
Track 2009-12 collection, which contains ambiguous and faceted queries that
often require clarification when addressed in a conversational setting. Given a
topic from the dataset, clarifying questions were collected via crowdsourcing.
Then, given a topic and a specific facet of the topic, crowdsource workers were
employed to gather answers to these clarifying questions. ClariQ contains more
than 200 topics, each associated with an initial user query and the relevant doc-
ument list for each of the query facets. We extract the feature set F for each of
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the topics from the ranked list of documents retrieved in response to the initial
query for the specific topic.

Evaluation of Document-level Features

In order to estimate the effectiveness of various feature extraction methods,
we propose a simple, yet informative evaluation procedure based on human-
generated clarifying questions in ClariQ. As the human-generated questions cap-
ture a large range of query facets, it is justified to evaluate our feature extraction
methods by identifying the proportion of the extracted features present in the
ClariQ questions. Specifically, for each query, we compute the overlap of the ex-
tracted features from the top N ranked documents with the generated questions.
Formally, given the feature setF , extracted by one of the methods g from D, we
compute the precision and recall with the feature setFCQ extracted from the set
of clarifying questions in the ClariQ dataset, as follows:

Precision=
|F ∩FCQ |
|F |

(3.12)

and

Recal l =
|F ∩FCQ |
|FCQ |

(3.13)

We compute precision and recall for a varying numbers of top documents N ,
aiming to gain insight into the behavior of different feature extraction methods
depending on the number of considered documents. The results of this study are
presented in Sect. 3.2.3.

Evaluation of Facet Extraction

In order to evaluate the facet selection methods described in Sect. 3.2.1, we
adopt the document retrieval-based evaluation methodology used in the Conv-
AI3 shared task [Aliannejadi et al., 2020b]. Specifically, we perform document
retrieval with an initial query and evaluate its performance. Then, the initial
query is expanded by concatenating the facet terms selected by any of the facet
extraction methods, and the retrieval is performed again. We then compare the
two retrieval performances, with an assumption that if the selected facet terms
are useful for identifying the underlying information need, the retrieval perfor-
mance will improve with the query expanded with those terms. We analyze the
results in terms of traditional IR metrics, namely nDCG@k, precision@1, and
MRR. The results of the experiment are presented in Sect.3.2.3.



57 3.2 Exploiting Document-based Features for Clarification

Evaluation of the Usefulness of Facet-based Clarifying Questions

The impact of facets selected from various feature extraction methods on the
clarifying questions is evaluated in terms of question usefulness. Rosset et al.
[2020] define a conversation-leading clarifying question as useful, arguing that
questions can be relevant to the user’s query, but not necessarily useful. For
example, given a query “Tell me about hotels in Las Vegas.”, a question such as
“Would you like to know about Las Vegas?” is arguably relevant to the query, but
not useful, as it is too broad and does not help pin-pointing the underlying user’s
information need. Notice that Usefulness can be related to adequacy [Callison-
Burch et al., 2006, Stent et al., 2005] and informativeness [Peng et al., 2020],
and has previously been used to evaluate clarifying questions in conversational
search [Sekulić et al., 2021].

We perform a crowdsourcing study to assess the usefulness of the generated
facet-based clarifying questions. We use Amazon MTurk for acquiring workers,
based in the US, with at least 95% task approval rate. The study was done in
a pair-wise setting, i.e., each worker was presented with a number of question
pairs, where each question in a pair was generated based on different facet ex-
traction methods. Their task was then to provide judgment on which question is
more useful, with regard to the context, i.e., the initial query.

We compare clarifying questions based on the three different feature extrac-
tion methods in a pairwise setting, namely noun phrases-based, entity-based,
and LDA-based features. These features are selected based on their performance
in previous experiments in order to reduce the number of pairwise comparisons
that grows exponentially with the number of methods to compare. Additionally,
we compare the questions based on the facet keywords taken from the ClariQ in
a similar manner as described in [Sekulić et al., 2021], resulting in four meth-
ods to compare, i.e., six pairwise experiments. For each pairwise comparison,
we annotate 100 question pairs in terms of usefulness, with each pair judged by
two crowdsource workers. The questions in pairs have been randomly shuffled
to mitigate position bias. We define a win for model A if both annotators voted
the question generated based on model A as more useful, and loss for model A
if both voted the question generated by model B as more useful. In case the two
workers voted differently on a single question pair, it was defined as a tie.

3.2.3 Results and Discussion

In this section, we aim to answer two main research questions: RQ1: Which
features yield high-quality facets is useful for clarifying questions?; RQ2: Which
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Figure 3.1. Precision and recall measured as overlap of the proposed features
and the human-generated clarifying questions from ClariQ.

facet extraction methods result in facets useful for clarification? We discuss RQ1
throughout all of the experiments, while we focus on RQ2 in Section 3.2.3.

Precision and Recall of Extracted Feature Sets

The results in terms of precision and recall of various feature extraction methods,
computed as described in Sect. 3.2.2, are presented in Figure 3.1. The perfor-
mance is shown as a function of the top N documents the top k features were
extracted from. Several observations can be made from the experiment. First,
as expected, the precision of all of the methods is declining as the number of
documents considered increases. Higher number of documents naturally leads
to higher number of extracted features, which harms the precision, but improves
the recall, as seen in the figure. Also, it suggests that the higher ranked docu-
ments lead to more precise set of features, while considering a deeper ranked list
provides a broader set of features that improve the recall.

Moreover, we see that the LDA-based extraction method yields higher-precision
features overall. However, the high precision comes from the limited number of
predicted topics, leading to a low recall. As the number of topics and extracted
topic representation terms do not change with the increase of the number of
considered documents N , the recall stagnates.

The trend of generally high recall and low precision across all of the methods
suggests the need of an additional filtering step in order to identify potentially
interesting facets from the large set of features. Obviously, depending on the
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facet extraction method, one can study the trade-off between recall and precision
depending on the depth of the ranked list that a model can take as input, and
its effect on the generated questions. These results strongly motivate the facet
extraction module described in Sect. 3.2.1 in our pipeline.

Facet-based Retrieval

The results of facet extraction evaluation through document retrieval are pre-
sented in Table 3.8. The first row indicates the performance of the initial query
only, while other rows show the performance of queries expanded by various
facet extraction methods over the acquired document features. The results re-
ported are for the overall best performing facet for each of the topics. This is to
mimic the scenario where the extracted facet would indeed be in line with user’s
information need. We observe several patterns in the results. First, queries ex-
panded by facets from facet extraction-based methods outperform query-only
baseline in most cases. The exception is random-based facet extraction method,
which, perhaps unsurprisingly, often even hurts the performance. Second, entity-
based features, where entities are linked to a Wikipedia knowledge graph (En-
tities in the table), and LDA-based features seem to perform the best in terms
of several metrics presented. We hypothesize this is due to the fact that these
type of features are much less noisy, as they are precision oriented, as opposed
to recall oriented like noun- or noun phrases-based features. The tf-idf - and en-
tropy-based facet extraction methods consistently outperform the baselines for
those features. However, we note that, after Bonferroni multiple-comparison
corrections, neither the tf-idf - nor the entropy-based method yielded statistically
significant improvements over the random-based method (with p of 0.05). Simi-
larly, no statistically significant difference was found between features extracted
from the text after the Bonferroni correction. This calls for a future study on
the additional filtering step aimed towards informed selection of the appropriate
facet terms.

Regarding the RQ1, analysis of the results in this experiment suggests that
entity- and topic modelling-based features yield the most useful facets. To ad-
dress the RQ2, both tf-idf - and entropy-based facet extraction methods show
promising results, but they are heavily dependent on the type of input features.
Future work will aim to provide a more detailed analysis of relationships between
feature and facet extraction methods, as the presented results do not show which
method is consistently the best.
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Table 3.8. Impact of feature extraction and facet extraction methods on re-
trieval performance. Symbol † indicate statistically significant difference com-
pared to the query-only baseline. The significance is reported under two-sided
t-test with p < 0.05.

Features FacetExtraction P@1 MRR nDCG@3 nDCG@10

- Query-only 0.1800 0.2761 0.1199 0.1412

Nouns
Random 0.2200 0.2957 0.1359 0.1449
Tf-idf 0.2000 0.2965 0.1500† 0.1341
Entropy 0.1867 0.2852 0.1416 0.1260

Verbs
Random 0.2333 0.2987 0.1360 0.1552
Tf-idf 0.2000 0.2907 0.1384 0.1302
Entropy 0.2067 0.2920 0.1401† 0.1394

NEs
Random 0.1800 0.2751 0.1362 0.1460
Tf-idf 0.2067 0.3073 0.1493† 0.1429
Entropy 0.2467† 0.3370† 0.1519† 0.1591†

NounPhrases
Random 0.2000 0.2853 0.1153 0.1343
Tf-idf 0.1733 0.2750 0.1326 0.1194
Entropy 0.1933 0.2816 0.1419 0.1244

Entities
Random 0.1733 0.2486 0.1135 0.1266
Tf-idf 0.2302† 0.3205† 0.1609† 0.1539
Entropy 0.2276† 0.3247† 0.1574† 0.1652†

LDA
Random 0.1667 0.2666 0.1239 0.1342
Tf-idf 0.2500† 0.3131† 0.1441 0.1543
Entropy 0.1667 0.2889 0.1657† 0.1420
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Usefulness of Clarifying Questions

Table 3.9. Pairwise comparisons between clarifying questions generated based
on different feature extraction methods, as judged by crowdsourcing workers.
The * sign indicates statistical significance with p < 0.05, calculated by a
trinomial test.

Method A Method B A Wins B Wins Ties p-value

Entities HumanF 22% 24% 44% 0.1334
Entities* NounPhrase 47% 27% 26% 0.0487
LDA* Entities 46% 14% 40% 0.0076
LDA HumanF 42% 21% 37% 0.0181
LDA NounPhrase 30% 26% 44% 0.7844
NounPhrase HumanF* 17% 52% 31% < 10−4

Table 3.9 shows the results of the crowdsourcing study aimed at estimating
the usefulness of clarifying questions generated based on selected facets. All of the
facets were extracted with an entropy-based method described in Sect. 3.2.1, but
based on different features. The statistical significance is indicated by * symbol
and calculated by the trinomial test, a modification of the sign test that takes into
account the ties as well. Paired with manual qualitative analysis of the clarifying
questions, we make several observations from the acquired results.

First, LDA-based facets outperform all of the other methods, even the facets
based on human-curated clarifying questions HumanF. This phenomenon could
be explained by the fact that LDA-based features have the lowest level of noise
among all of the considered methods. Second, noun phrase-based features are
outperformed by all other facet extraction methods. We attribute the poor per-
formance to the high level of noise in the phrases extracted by spaCy from the
retrieved documents. Finally, a large number of ties across all of the comparisons
suggests both the challenge of the annotation task and the similarity between the
extracted facets. However, it is clear that useful questions should be grounded
in low-noise-level facets.

Similarly to the previous experiment, we observe the dominance of entity-
and topic modeling-based features over POS-based features. Future work on the
topic involves the analysis of larger variety of facet-guided clarifying question
generation models.
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3.3 Usefulness of Clarifying Questions and Correspond-
ing Answers

Previous sections addressed the issue of constructing and generating clarifying
questions. However, work aimed at processing and comprehending users’ an-
swers to such questions is scarce. Nonetheless, recent research suggests their use-
fulness by demonstrating improvements in passage retrieval performance after
asking a clarifying question and receiving an answer [Aliannejadi et al., 2021b].

To bridge the aforementioned research gap, in this section, we make a first
step towards processing the answers given to clarifying questions. We hypoth-
esize that not all information acquired through such interactions with the user
would benefit the CS system, i.e., yield improvements in retrieval effectiveness.
Thus, the main novelty of our approach is that we do not blindly utilize the
questions and the answers, unless they are deemed to be useful. Specifically,
we focus on the task of conversational passage retrieval and design a classifier
aimed at assessing usefulness of the asked clarifying question and the provided
answer. We utilize the question or the answer only if they are deemed useful, by
appending them to the conversational history and employing a query rewriting
method to attain a more information-dense query. Results on the TREC 2022
Conversational Assistance Track (CAsT’22) [Owoicho et al., 2022] demonstrate
significant improvements in passage retrieval performance with the use of en-
hanced query, as opposed to non-mixed-initiative retrieval system (12% and 3%
relative improvement in terms of Recall@1000 and nDCG, respectively).

Further, when contrasting our approach to an established method that sim-
ply appends the prompted clarifying question and its answer to the original
query [Aliannejadi et al., 2021b], we observe differences in performance. Specif-
ically, if neither the question nor the answer are deemed useful, but still used,
there is a relative performance decrease of 13% in terms of nDCG@3, compared
to non-mixed-initiative baselines. In other words, it is better not to use any infor-
mation provided by such questions and answers, than to use it wrongly. Thus, our
classifier-based approach filters out not useful clarifying questions and answers,
reducing the overall noise that can degrade retrieval effectiveness.

Our contributions can be summarized as follows:

• We propose a simple, yet effective, method for processing answers to clar-
ifying questions. The method is based on classifying usefulness of the
prompted question and the given answer.

• We identify scenarios where asking clarifying questions resulted in im-
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proved passage retrieval, and where it decreased the retrieval performance.

Research presented in this section was published in Sekulić et al. [2024b].

3.3.1 Problem Statement

In this section, we formally define the task of conversational passage retrieval
under the mixed-initiative (MI) paradigm and present our methods for each of
the components of the task, i.e., query rewriting, clarifying question selection,
answer processing, and passage retrieval.

Task Formulation

At a current conversational turn t, given a user utterance ut and a conversation
history H = [(u1, s1), . . . , (ut−1, st−1)], the task is to generate a system response
st . For clarity, we omit the superscript t from the subsequent definitions. In MI
conversational search systems, the system’s response s can either be a clarifying
question scq or a ranked list of passages sD, D = [d1, d2, . . . , dN], where N is the
number of passages retrieved and di is the i-th passages in the list. Similarly, user
utterance u can take form of a query uq or an answer ua to system’s question scq.
Modeling other types of user utterances, such as explicit feedback, falls out of the
scope of this study. Following prior work on the topic [Vakulenko et al., 2021],
the first task, i.e., query rewriting, is aimed towards resolution of the user query
uq in the context of the conversation history, resulting in u′q = γ(uq|H), where γ
is a query rewriting method.

Following the MI setting introduced at TREC CAsT’22 [Owoicho et al., 2022],
the task is to, at each turn, select the appropriate clarifying question scq, get
the answer ua to the question, and finally return a ranked list of passages sD.
Therefore, we address the problem of conversational passage retrieval through
the following three components: (i) Produce system utterance scq by selecting an
appropriate clarifying question cq from a given pool of questions PQ; (ii) Process
the given answer ua and incorporate relevant information to the current query,
resulting in u′′q = θ (u

′
q, scq, ua); (iii) Return a ranked list of passages sD. Next, we

define our approaches to the described components. We note that a clarifying
question might be needed only for ambiguous, faceted, or unclear user requests.
Thus, for queries not requiring clarification, the system might opt to return a
ranked list of passages without asking further questions. However, following the
setup enabled by CAsT’22 track, we do not explicitly model clarification need
and thus design a system that prompts the user with a clarifying question at each
turn.
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Clarifying Question Selection

In this subsection, we address the issue of selecting the appropriate clarifying
question cqi from the provided pool of questions PQ as a system’s response
scq. First, however, we rewrite the current user query uq to take into account
the conversational history. Specifically, we utilize T5 fine-tuned on CANARD
dataset [Elgohary et al., 2019], available at HuggingFace5, as our γ rewriting
function, which yields a resolved utterance u′q. Next, in order to ensure that
the selected questions are of high quality, we propose a novel approach that
first filters out potentially misleading, unreliable, and faulty questions from the
pool (e.g., “What is food like in Nigeria?” resembles queries, while “Would
you like to know more about food in Nigeria?” is a clarifying question). To
this end, we fine-tune RoBERTa [Liu et al., 2019] (roberta-base6) classifier
on CAsT’20/21 queries, representing regular questions, and clarifying questions
taken from ClariQ [Aliannejadi et al., 2020b]. We then apply the classifier to
each clarifying question cqi ∈ PQ, resulting in the filtered pool PQ f , containing
only questions that are deemed as real clarifying questions by the classifier.

We formulate the task of asking clarifying questions as a ranking task. More
specifically, for each query u′q, we rank the potential candidates cqi based on
their semantic similarity to u′q. To this end, we use MPNet [Song et al., 2020]
from SentenceTransformers [Reimers and Gurevych, 2019], trained for general-
purpose semantic matching. We select the clarifying question with the highest
score, as predicted by the MPNet: scq = ar gmaxcqi∈PQ f

M PNet(u′q, cqi). Results
on the filtering classifier performance and question relevance are reported in
Section 3.3.2.

Answer Processing

In this subsection, we describe our novel usefulness-based approach to processing
answers given to the asked clarifying questions. To address the issue, we move
away from previous approaches that simply append the question and the answer
to the original query [Aliannejadi et al., 2019b, 2021b], regardless of the actual
information gain. In fact, a recent study by Krasakis et al. [2020] demonstrated
that such practice can cause a decrease in retrieval effectiveness. Moreover, they
show that multi-word answers are informative (e.g., “yes, I’m looking for info on
spiders in Europe”), thus improving retrieval performance. Similarly, short nega-
tive answers are not informative (e.g., “no”), while multi-word negative answers

5https://huggingface.co/castorini/t5-base-canard
6https://huggingface.co/roberta-base

https://huggingface.co/castorini/t5-base-canard
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Table 3.10. Examples of annotated subset of ClariQ, indicating cases when
clarifying question, answer, both, or neither are useful.

Query (initial request) Clarifying Question Answer Useful Prevalence

I’m looking for information
on hobby stores.

Do you want to know
hours of operation?

No. None 32%

Tell me information about
computer programming.

Are you interested in
a coding bootcamp?

No, I want to know
what career options
programmers have

Answer 53%

Find me map of USA.
Do you want to see a map
of US territories?

Yes. Question 11%

All men are created equal
Would you like to know more about
the declaration of independence?

Yes, I’d like to
know who wrote it

Question
and answer

6%

are (e.g., “no, I’m interested in buying aquarium cleaner”). Thus, we define four
possible actions, based on the current resolved utterance u′q, the clarifying ques-
tion asked scq, and the answer ua:

1. In case the answer is affirmative (e.g., “yes” or “Yes, that is what I’m looking
for”), we expand the current utterance by appending the clarifying question
asked.

2. In case the answer is deemed useful, i.e., the underlying information need
is explained in greater detail, we expand the current utterance by append-
ing the answer.

3. In case the answer is affirmative and it provides additional details, we ex-
pand the current utterance with both the clarifying question and the an-
swer.

4. If neither (1), (2), nor (3) is the case, we do not expand the utterance.

Examples of the described cases are presented in Table 3.10 and are all aimed at
updating the current utterance by incorporating additional useful information.
Formally:

u′′q =















u′q, ψ(u′q, scq, ua) = 0
φ(u′q, scq), ψ(u′q, scq, ua) = 1
φ(u′q, ua), ψ(u′q, scq, ua) = 2
φ(u′q, ua, scq), ψ(u′q, scq, ua) = 3

(3.14)

where ψ(u′q, scq, ua) is a usefulness classifier, which aims to predict which of the
aforementioned actions to take. The labels 0, 1, 2, and 3 correspond to neither
scq or ua were deemed useful, scq was deemed useful, ua was deemed useful, and
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both were useful, respectively. Similarly to Section 3.3.1, the functionφ rewrites
the original query given the context, in this case scq or ua. We use T5 fine-tuned
on CANARD to model the rewriting function φ.

Specifically, to modelψ, we fine-tune a large transformer-based model, namely
T5 [Raffel et al., 2020], for multi-class classification. To fine-tune the classifier,
we manually annotate a portion of ClariQ (150 samples) for the specific afore-
mentioned cases. The annotations were performed by two authors of the pa-
per with an inter-annotator agreement Cohen’s kappa of 0.89. The differences
in annotations were discussed and resolved consensually. Examples of annota-
tions are presented in Table 3.10 and classification performance is reported in
Section 3.3.2. We dub our novel mixed-initiative classifier-based method MI-Clf.
Moreover, we assess the prevalence of each of the cases, and find, as presented in
Table 3.10, that 68% of interactions contain new, useful information. In the other
32% of the cases, the answer simply negates the prompted clarifying question.
While this interaction is as well informative on the user’s information need, cur-
rent approaches would expand the query by appending the prompted clarifying
question and the answer. However, such an expanded query contains terms the
user is not interested in, which can potentially degrade retrieval performance.
We compare our proposed method to such a baseline, which always extends the
query as: u′′q = φ(u

′
q, scq, ua). This method is dubbed MI-All.

Passage Retrieval

Finally, the rewritten utterance u′′q is fed into a standard two stage retrieve and
re-rank pipeline [Lajewska and Balog, 2023]. We utilize BM25, fine-tuned on
CAsT’20 and CAsT’21 dataset (k1 = 0.95, b = 0.45), for the initial retrieval
step. Additionally, we use pseudo-relevance feedback, where the initial query is
extended by RM3 with the highest-weighting terms from top-k scoring passages
(k = 10 and the number of terms m = 10). Next, top 1000 passages are re-
ranked with a neural re-ranker. To this end, we use a point-wise monoT5 re-
ranker [Nogueira et al., 2020], followed by a pair-wise duoT5 re-ranker [Pradeep
et al., 2021] to additionally re-rank top 50 passages. The non-mixed-initiative
baseline, dubbed DuoT5, uses the same retrieval pipeline. The results of an end-
to-end conversational passage retrieval, comparing mixed-initiative methods MI-
Clf and MI-All, and DuoT5, are presented in Sect. 3.3.2.
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3.3.2 Results

In this section, we report results of our clarifying question selection module and
discuss the impact of MI methods on CAsT’22 MI task.

Table 3.11. Clarifying question relevance on TREC CAsT’22.

nDCG@1 P@1

BM25 [Owoicho et al., 2022] 0.345 0.415
BERT [Owoicho et al., 2022] 0.371 0.454
MPNet 0.492 0.464
MPNet+filter 0.672 0.639

Table 3.12. Performance of the baselines and our mixed-initiative approaches
on TREC CAsT’22.

Approach/RunID R@1000 MAP MRR NDCG NDCG@3 NDCG@5

BM25_T5_automatic 0.3244 0.1498 0.5272 0.2987 0.3619 0.3443
BM25_T5_manual 0.4651 0.2309 0.7155 0.4228 0.5031 0.4831

our_baseline (DuoT5) 0.3846 0.1680 0.4990 0.3392 0.3593 0.3502
+MI-All 0.4441 0.1741 0.5297 0.3594 0.3722 0.3508
MI-Clf 0.4302 0.1776 0.5144 0.3613 0.3697 0.3581

Usefulness Classifier

The proposed usefulness classifier, described in Sect. 3.3.1, achieves an average
macro-F1 score of 0.75 and accuracy of 89% in a stratified 5-fold evaluation on
the aforementioned annotated subset of ClariQ. Next, we employ the trained clas-
sifier to predict the usefulness of (u′q, scq, ua) at each turn in the CAsT’22 dataset.
The question scq was classified as useful in 28% of turns, while the answer ua in
37%. In the rest 35% of the cases, neither was predicted to be useful. While the
distribution of the predictions is similar to the prevalence in human-annotated
data reported in Table 3.10, some differences can be observed. For example, in
CAsT’22 28% of the clarifying questions were deemed useful, as opposed to the
13% in ClariQ. This suggests that clarifying questions are appropriate and might
be attributed to the strong performance of our clarifying question selection mod-
ule, discussed in the previous subsection.
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Retrieval Performance

Results of the end-to-end conversational passage retrieval task, after the applied
mixed-initiative answer processing methods (MI-All and MI-Clf) are presented in
Table 3.12. For reference, we also include the organizer’s baselines in the table.
We make several observations from the presented results. First, both methods
that utilize mixed-initiative show improvements over the DuoT5 method. This
confirms previous findings on the positive impact of clarifications in conversa-
tional search. Second, differences between MI-All and MI-Clf are not statistically
significant, across all metrics. However, we note that our classifier-based method
utilizes clarifying question or the answer only when deemed useful, which is in
about 70% of the cases in CAsT’22. On the contrary, MI-All always utilizes both
the clarifying question and the answer. The equal performance of the two meth-
ods suggests that our usefulness classifier successfully includes only relevant in-
formation. Further analysis and discussion of the phenomena is presented in the
next section.

Clarifying Question Selection

Our classifier aimed at filtering faulty clarifying questions, described in Section
3.3.1, achieved an accuracy of 97% on a development set comprising 400 ques-
tions taken from CAsT’21 and ClariQ, which are not part of the training set. We
apply the classifier to the provided candidate question pool PQ and filter out 20%
of the questions, resulting in PQ f . Results on question relevance are reported in
Table 3.11. We observe clear improvements of MPNet-based clarifying question
selection models, compared to competitive baselines, namely BM25 and BERT.
Moreover, the proposed filtering step, aimed at filtering out faulty clarifying ques-
tions, combined with MPNet, significantly outperforms all other approaches. We
envision the use of such filtering classifiers in similar cases, where selection is
performed from a pool of questions, which could potentially be any kind of ques-
tions (i.e., queries, clarifying questions, personal questions).

3.3.3 Analysis

In this section, we analyze scenarios where asking a clarifying question resulted
in improved passage retrieval performance. Additionally, we identify cases where
retrieval performance decreased.

Table 3.13 shows relative changes in performance of mixed-initiative meth-
ods (MI-All and MI-Clf) compared to the DuoT5 baseline. The changes are in-
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Table 3.13. Performance gains and losses of MI-All and MI-Clf methods on
CAsT’22 grouped by turns as classified by our usefulness classifier. The gains
and losses are computed as relative changes over the non-mixed-initiative base-
line DuoT5.

Method Useful Recall@1000 nDCG@3

MI-All
None 0.309 (+3.3%) 0.233 (-13.5%)
Answer 0.509 (+19.8%) 0.389 (+4.7%)
Question 0.522 (+12.5%) 0.443 (+3.7%)

MI-Clf
None 0.305 (+1.9%) 0.264 (+0.1%)
Answer 0.533 (+23.4%) 0.412 (+10.0%)
Question 0.499 (+8.5%) 0.423 (+0.1%)

dicated on CAsT’22 turns, grouped by the predictions of our usefulness classi-
fier. We focus on Recall@1000 to indicate the benefits to the initial retrieval
stage, and nDCG@3 to showcase the impact on the re-ranking stage. Several
observations can be made from the results. First, in cases where the usefulness
classifier predicted that neither the clarifying question scq nor the answer ua is
useful, we observe a drop of the MI-All method’s retrieval performance, in terms
of nDCG@3 (−13%). Recall, however, is not impacted by incorporating poten-
tially not useful information and even shows a slight increase (+3.3%). As this
method always appends both scq and ua to the query u′q, the performance drop is
expected, especially in the re-ranking stage, as the re-ranker might be confused
by the additional non-relevant information. The case when both scq and ua were
predicted as useful by our classifier has been dropped from this analysis, due to
the lack of such predictions on CAsT’22 data.

Moreover, for both MI methods, we observe higher performance gains when
the answer is useful, compared to cases when the question is useful. This could be
explained by the fact that user answers are deemed useful when they are longer
and thus provide more detail on the underlying information need [Krasakis et al.,
2020]. On the contrary, a clarifying question can be deemed useful even when
tangibly addressing user’s need. In other words, a good clarifying question can
make a small step towards elucidating user’s information need. However, user’s
answer can contain detailed expression of their information need, thus making
further gains.
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3.4 Conclusions

In this chapter, we first presented a facet-guided model for generating clarifying
questions in mixed-initiative conversational search. We showed that large-scale
language models, in particular GPT-2, are quite fit for the task, when fine-tuned
properly. More specifically, we semantically guide GPT-2 question generation
by conditioning the question on the user’s original query and one of the query
facets. Human judgments acquired through crowdsourcing show that clarifying
questions generated by our proposed model are both natural and useful, com-
pared to competitive baselines. Our results and discussions serve as a preliminary
step towards generating clarifying questions from the query facets. Our goal was
to demonstrate the capability of large language models for generating clarifying
questions, by showing that a model such as GPT-2 can be guided and driven to-
wards a certain topic or goal in a conversation. Our results demonstrated the
superiority of generated questions over template-based questions.

Moreover, in Sect. 3.2, we have explored various methods for feature extrac-
tion from the list of documents relevant to user’s query and their impact on clari-
fying question generation. We have identified the importance of the facet extrac-
tion module, as the experiments have showed low precision of the initial feature
extraction methods and can not be considered useful facets without an appropri-
ate filtering. Thus, we experimented with two facet selection methods, namely,
entropy- and tf-idf-based. The results suggest improvements in document re-
trieval performance, when the retrieval is performed with the facet-expanded
query. In particular, our proposed method achieved 38% relative improvement
in terms of nDCG@3. This finding, combined with the usefulness assessments of
the facet-based clarifying questions, indicate the adequacy of entity- and LDA-
based facets for clarification in conversational search. However, relatively mod-
est improvements call for an additional facet filtering step, in order to help and
pin-point the exact terms representing user’s underlying information need.

Overall, we observe that document-based feature extraction, together with
ranking-based facet extraction can lead to significant improvements when used
for generating clarifying questions. Compared to the existing work on question
selection [Aliannejadi et al., 2021b] and generation based on query logs [Zamani
et al., 2020a], we conclude that the proposed method for facet extraction and
question generation is effective. Our results can be used to inform question gen-
eration models with a final goal of an improved end-to-end document retrieval.

Additionally, in Sect. 3.3, we proposed a classifier-based method, MI-Clf, for
processing answers to clarifying questions in conversational search. The pro-
posed method extends the original query only when either is deemed useful. The



71 3.4 Conclusions

results on TREC CAsT’22 demonstrate clear improvements of the MI-Clf method
over non-mixed-initiative baselines (+12% and +3% relative improvement in
terms of Recall@1000 and nDCG). Moreover, we showed a drop in performance
of established methods that always use both the clarifying question and the an-
swer, in cases where neither are useful (−13% in terms of nDCG@3), thus incor-
porating noisy information. This study makes the first steps towards improved
answer processing methods; we believe there are further gains to be made, e.g.,
by designing models that can learn how to best utilize user’s answers.

In general, a drop in retrieval performance when clarifying question is asked
and processed can be due to several reasons:

• No need for clarification: any kind of clarifying question is unnecessary, as
user’s intention is clear;

• Faulty clarifying question: the question asked does not inquire about rele-
vant aspects of the query;

• Faulty answer utilization: the method for utilizing the given answer is sub-
optimal.

Some of the reasons above can be analyzed with the offline datasets used in
this study, while some can’t (e.g., clarification need) and would require in-depth
annotation or extensive user studies.
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Chapter 4

User Engagement Prediction for
Clarification in Search

Chapter 2 provided a motivation for clarification in search. In this chapter, we
address the challenge of user engagement with clarification features in search
engines. However, clarification in search proved to be a cumbersome task [Za-
mani et al., 2020c], posing higher risk of user dissatisfaction. The challenge
arises from two main aspects: deciding whether or not it is necessary to ask
for clarification, and selecting or generating the appropriate clarifying question.
Clarification selection can in fact be formalized as a user engagement prediction
problem. User engagement refers to the quality of user experience characterized
by, among others, attributes of positive affect, attention, interactivity, and per-
ceived user control [O’Brien and Toms, 2008]. Persistent users’ interactions with
the clarification mechanism are an indication of a well-designed system. Fur-
thermore, through these interactions users provide implicit feedback about the
necessity and the quality of prompted clarifications.

Recently, modern search engines include various types of clarification com-
ponents into their systems. An example of such a component in Bing, namely a
clarification pane, can be seen on Figure 4.1. Given a user query, a number of
Microsoft’s internal algorithms propose a clarifying question and offer clickable
answers that would filter the retrieved results according to the user’s need. The
research on the quality of asked clarifying questions and potential answers is still
in its early stages [Zamani et al., 2020a]; however, Zamani et al. [2020b] argued
that engagement level could be an indicator of the clarification system quality.
User engagement prediction has been studied in various domains of IR [O’Brien
et al., 2020]. However, studying and modeling user engagement for web search
clarification is relatively unstudied.
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Figure 4.1. An example of Bing clarification pane taken from [Zamani et al.,
2020b].

In this chapter, we focus on the task of predicting user engagement level
(ELP) on clarification panes. Given an initial query, search results, and clari-
fication pane, ELP aims to estimate how engaged the user would be with the
clarification pane. Previous work [Zamani et al., 2020c] studies how engage-
ment levels correlate with the query attributes such as query type and aspects.
However, the relationship between SERPs and engagement has not yet been ex-
plored. We stress the importance of utilizing retrieved results, as they can contain
cues as to how faceted or ambiguous the query is, suggesting how necessary the
clarification is in the first place.

Moreover, users’ engagement with the system implicitly discloses information
about the necessity and the quality of the asked clarification. The quality aspect
can be modeled under the assumption that the higher the engagement levels,
the better the question and the provided answers are. We make this assumption
inspired by a large body of work in the IR community on implicit feedback from
aggregated click-through rates for document retrieval [Xue et al., 2004]. Also,
we study clarification necessity prediction through ELP. Our clarification necessity
prediction model takes as input the initial query and the retrieved results list
and predicts the level of user engagement with a clarification pane. Although
certain attributes of the initial query such as length and ambiguity could indicate
the necessity of asking clarifying questions, we show that incorporating other
SERP elements such as result titles and snippets play important roles in improved
prediction accuracy.

We formulate the task as supervised regression and propose a deep learning-
based model for the prediction of the engagement levels. We compare the per-
formance of the model to various central tendency measures and a number of
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traditional machine learning algorithms, as well as popular neural models. Our
model, based on a Transformer architecture, jointly encodes the user query, the
clarification pane, and the SERP elements, outperforming competitive baselines.

We evaluate the performance of our model on a large-scale dataset of search
clarification engagements called MIMICS1 [Zamani et al., 2020b], collected from
millions of interaction records of Bing2 users. Our extensive experiments es-
tablish a strong baseline for the task, while ablation studies and analysis of the
model’s inner mechanisms provide guidelines for future research. Our main con-
tributions can be summarized as follows:

• We formally introduce the clarification pane ELP task as supervised regres-
sion and propose a transformer-based model to tackle it. We make the code
publicly available for reproducibility purposes.3.

• We perform ablation studies with respect to the model input data. We find
that utilizing retrieved search results greatly benefits the model’s perfor-
mance.

• We perform detailed analysis of the performance of our model w.r.t. various
characteristics of the SERP.

To the best of our knowledge, our work is the first to utilize SERP elements
for clarification pane engagement prediction. More precisely, we find that uti-
lizing search results in certain ways is highly beneficial for the ELP task, as the
performance of our model increases by up to 40% when provided with retrieved
results, compared to the query and the clarification pane only.

Large parts of this chapter have been published in Sekulić et al. [2021].

4.1 Engagement Level Prediction

In this section, we first describe the dataset used for engagement level prediction
(ELP). Then, we formally introduce the task of ELP and propose a BERT-based
model to tackle it.

4.1.1 Data

MIMICS [Zamani et al., 2020b] is a recently proposed large-scale collection of
datasets for research on search clarification. It enables the IR community to study

1https://github.com/microsoft/MIMICS
2http://www.bing.com
3https://github.com/isekulic/mimics-EL-benchmark

https://github.com/microsoft/MIMICS
http://www.bing.com
https://github.com/isekulic/mimics-EL-benchmark
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various aspects of search clarification, ranging from clarification generation and
selection, over re-ranking of candidate answers, to user engagement prediction
and click models for clarification. MIMICS consists of three datasets:

MIMICS-Click , including over 400k unique queries, their corresponding clari-
fication panes, and the aggregated user interaction signals.

MIMICS-ClickExplore , consisting of over 60k unique queries, each with multi-
ple clarification panes, and the aggregated interaction signals.

MIMICS-Manual , containing 2k query-clarification pairs, manually labeled for
the quality of clarifying questions, candidate answer sets, and landing re-
sult pages of each answer.

In this work, we mainly focus on MIMICS-Click, as the largest, most generic
one. Each sample in MIMICS-Click consists of the initial query q, the clarification
question c, and answers offered as options by the system A = [a1, ...a5]. The
sample is associated with user interaction signals as labels. The impression level i,
a categorical variable where i ∈ {low, medium, high}, represents the frequency
of the clarification pane being presented to the user for the corresponding query.
The engagement level e ∈ [0,10] shows the level of total engagement received by
the users in terms of click-through rate. Each answer is also associated with its
conditional click probability.

The authors also released search engine results pages (SERPs) for each query,
as retrieved by Bing. In addition to the query meta-data, SERPs contain up to 10
retrieved instances with a title, an URL, and a short snippet of a web document.
We denote retrieved results as R = [r1, r2, . . . rn], where n ∈ [0,10]. Each of the
results ri consists of a tuple ri = (t i, si), where t i and si are title and snippet of the
i-th result. Table 4.1 shows the average lengths of queries4, questions, retrieved
titles and snippets, as well as the number of retrieved results in SERPs. We utilize
all of the available text and information as input to our models to compose our
experiments, as described in Section 4.1.3.

4.1.2 Task Formulation

We formulate the task of user engagement level prediction as a supervised re-
gression. The goal of the regression is to predict the value of the target variable
y , given a D-dimensional vector x of input variables [Bishop, 2006]. Given the

4The length was computed by splitting the text on whitespaces.
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Table 4.1. Dataset statistics for MIMICS-Click.

Mean Std Median min-max

Query length 2.66 1.18 2 1 - 12
Question length 6.05 0.47 6 5 - 14
SERP Titles length 7.65 2.71 8 0 - 30
SERP Snippets length 43.47 14.76 45 0 - 149
Answers per query 2.81 1.06 2 2 - 5
Responses per query 9.07 1.19 9 0 - 10

dataset of N observation pairs (xn, yn), where n = 1, ..., N , the goal is to find a
function f (x) whose outputs ŷ for new inputs x produce the predictions for the
corresponding values of y . The loss function of the predicted values ŷ and the
actual values y are model-dependent and described in Sect. 4.1.3.

The target variable y is given in the dataset in the range of 0 to 10, corre-
sponding to the level of user engagement with the clarification pane. We ap-
proach ELP as a regression problem as it poses itself as a natural formulation of
our task. Compared to classification, false predictions of different value are pe-
nalized differently. For example, classification would punish false predictions of
ŷ = 7 and ŷ = 1 for a sample with y = 8 the same, while in reality, the predicted
label of 7 is much closer to the actual engagement level. Therefore, even though
still wrong, one would prefer a system to predict 7 instead of 1. Moreover, the
task of user engagement prediction has been evaluated as regression in various
applications such as [Sano et al., 2016, Dhall et al., 2018].

4.1.3 Our approach

We now define our model called ELBERT (Engagement Level prediction by ALBERT).
As mentioned in the previous section, the goal is to predict the engagement level
y based on the initial query q, clarification question c, list of candidate answers
A, and retrieved results R. We predict the engagement level EL as follows:

EL(q, c, A, R) =ψ(φq(q),φc(c),φA(A),φR(R)) (4.1)

where φ{q,c,A,R} are high-dimensional representations of q, c, A, and R. The ag-
gregation functionψ outputs the final engagement levels based on the input rep-
resentations. All of these components can be modelled with numerous methods.
In this work, we utilise ALBERT as our encoder for generating φ{q,c,A,R} repre-
sentations in a joint fashion. More specifically, as ALBERT has been shown to
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consistently help downstream tasks with multiple inputs [Lan et al., 2020], we
essentially learn the joint representation of query, clarification question, answers,
and results as:

Φ(q, c, A, R) = ALBERT (q, c, A, R) (4.2)

reducing our Equation 4.1 to:

EL(q, c, A, R) =ψ(Φ(q, c, A, R)). (4.3)

Input to the ALBERT component is composed of tokenized query, question, an-
swers, and results, separated by the separation token [SEP], with classification
token [C LS] inserted in the beginning of a sequence. Answers ai are aggregated
before feeding them to the model. Similarly, we aggregate SERP information R,
with a difference that we experiment with both, titles t i and snippets si as inputs.
In either case, texts of titles or of snippets are joined by whitespace prior to be-
ing fed to the model. We note that in ablation studies some of the components
are left out by simply removing them from Equation 4.2. We use a pretrained
ALBERT-base [Lan et al., 2020] as a text encoder and truncate the total input
sequence length to a maximum of 512 tokens. Our model has 11M training pa-
rameters, making it considerably smaller than other Transformer-based model
(e.g., BERT has 110M).

The regression component ψ, that outputs the engagement level, is con-
structed as follows: last layer hidden-state of the first token of the encoded se-
quence ([C LS] token) is further processed by a linear layer and a non-linear
activation function. We then add another linear layer, with dropout and a non-
linear activation function in between, to produce the final 1-dimensional output
that corresponds to EL. The model is trained using mean squared error as a loss
function for 4 epochs, with a learning rate of 5×10−5, Adam optimizer [Kingma
and Ba, 2014] and linear weight decay with warmup.

4.2 Experiments

In this section, we introduce our experimental setup and present main results
for the engagement level prediction. Furthermore, we analyse the effect of SERP
elements on model’s performance and perform detailed analysis w.r.t. various
characteristics of the data.
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4.2.1 Baselines

We use central tendency measures as our first baselines for predicting the en-
gagement level. More specifically, we have three different static baselines:

1. mean of the data (MeanEngagement);

2. median of the data (MedianEngagement);

3. sampling from a normal distribution N (µ,σ2), where µ and σ are the
mean and the standard deviation of the engagement levels in the training
data, respectively (NormalEngagement).

To tackle the task of ELP, we experiment with a number of models from tra-
ditional machine learning and deep learning. Namely:

Linear Regression. First baseline is a linear regression model, fitted using ordi-
nary least squares approach.

SVR. We employ support vector regression machines [Drucker et al., 1997], a
version of support vector machines [Cortes and Vapnik, 1995] for regres-
sion. We experiment with the linear, as well as the radial basis function
(RBF) kernel.

Random Forests. An ensemble meta-algorithm that uses bootstrap aggregating
(bagging) technique to improve the stability of decision trees [Breiman,
2001].

LSTM. Long-short term memory [Hochreiter and Schmidhuber, 1997] are a well-
established method for sequence modeling, especially on text data. We
experiment with multi-layer bidirectional networks.

The input to traditional ML models are tf-idf weighted bag-of-word features ex-
tracted from the input text. LSTM is fed with pretrained GloVe word embed-
dings [Pennington et al., 2014] of tokenized input text. We use Scikit-learn [Pe-
dregosa et al., 2011], HuggingFace [HuggingFace, 2023], and Pytorch [Paszke
et al., 2019] for the implementation of the aforementioned models.

Evaluation Metrics

We evaluate the effectiveness of our models using standard evaluation metrics for
the task of supervised regression. The first two are Mean Absolute Error (MAE)
and Mean Squared Error (MSE). We also evaluate our regression models with
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Coefficient of Determination or R2. It is a statistical measurement that examines
the proportion of the variance in one variable that is predictable from the second

variable, estimating the “goodness of a fit”. It is defined as: R2 = 1−
∑N

i=1(yi− ŷi)2
∑N

i=1(yi−y i)2
,

where N is the number of samples, yi is the actual value in the dataset for the
i-th sample, ŷ is the predicted value, and y is the mean of the actual values.

Experimental Setup

We evaluate our models using a hold-out method, i.e., reserving 20% of the
dataset for the test set. We train, and tune traditional ML models in a cross-
validation manner [Cawley and Talbot, 2010]. We use 5-fold split of the training
set into training and development set, which is used for grid-searching of the best
parameters. The extensive grids of parameters include regularization parameter
C, the choice of kernel, gamma, and epsilon for SVR, number of estimators and
depth of random forest regressor, as well as feature selection process. All of the
parameters can be found on our GitHub repository.

For tuning the hyper-parameters of our neural models, we split the training
set into training and development sets. Notice that models are retrained on the
full training set with the best parameters before being evaluated on the hold-out
test set.

We evaluate the models on the full MIMICS-Click dataset, consisting of more
than 400k query-clarification-SERP tuples, and on the subset of that dataset, in
which only samples with the engagement level larger than zero are selected. The
models in this setting were fed all the available data, i.e., the queries, clarification
panes, and the SERPs, while the ablation studies in Sect. 4.2.2 go into the analysis
of input data.

4.2.2 Results & Discussion

Performance comparison

Here, we compare the performance of our ELBERT model against the baselines
on the complete dataset, as well as the subset of data with EL > 0. Table 4.2 lists
the results in terms of all our evaluation metrics. We can notice that heuristic
baselines (i.e., MeanEngagement, MedianEngagement and NormalEngagement)
are consistently outperformed by both, the traditional ML models, and the neural
models. However, one exception is MedianEngagement, a baseline that always
outputs the median of the training set, i.e., EL of 0.0, when evaluated on the full
MIMICS-Click by mean absolute error. Since more than 80% of the dataset have
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Table 4.2. Performance on the full MIMICS-Click dataset (400k+ samples) and
a subset where engagement levels are higher than zero (71k samples). Bold val-
ues denote the best results for each metric. Symbols † and ‡ mark statistically
significant improvement over central tendency measures and traditional ML
models, respectively (p < 0.01).

Full MIMICS-Click EL-only MIMICS-Click

Model MAE MSE R2 MAE MSE R2

Mean 0.1531 0.0546 0.0 0.2426 0.0790 0.0
Median 0.0921† 0.0531 0.0 0.2412 0.0805 0.0
Normal 0.1896 0.0823 0.0 0.4316 0.2637 0.0

Linear Regression 0.1463 0.0530 0.0359 0.2364 0.0783 0.0083
SVR 0.1462 0.0522 0.0490 0.2318† 0.0736† 0.0676†

RandomForest 0.1477 0.0526 0.0423 0.2301† 0.0729† 0.0775†

BiLSTM 0.1452†‡ 0.0511†‡ 0.0606†‡ 0.2299† 0.0720† 0.0789†

ELBERT 0.1439†‡ 0.0505†‡ 0.0762†‡ 0.2224†‡ 0.0692†‡ 0.1124†‡

EL of 0.0, and MAE does not penalize large errors as hard as MSE or R2, this is ex-
pected. The tide turns swiftly when evaluating on the subset of the data with EL
larger that 0.0, where all of the static baselines, including MedianEngagement,
are outperformed by all of our models.

Moreover, we see a clear discrepancy in the performance of traditional ML
models and neural networks. This is consistent with recent research in various
tasks in IR and NLP fields. Moreover, we see that ELBERT significantly outper-
forms BiLSTM model. Through its powerful encoder, ELBERT is able to capture
deeper semantic relations, as it is pretrained on a large body of text. This is
also consistent with recent research on deep learning-based models for natural
language understanding.

Effect of SERP elements on ELP

In this experiment, we aim to analyze the effect of clarification panes and every
SERP element on the performance of our model. Our hypothesis is that each
SERP element (e.g., result titles and snippets) provides a complementary set of
features that aids the model towards more effective prediction. Therefore, we
train our ELBERT model with different combination of SERP elements and clari-
fication panes, and compare the performance of the different models. We report
the results in Table 4.3. We see that the relative improvement when utilizing
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Table 4.3. Impact of SERP elements available on the model performance. Bold
values denote the best performance of each metric. Statistically significant
results (with p < 0.05) over query setting and query+pane setting are marked
with † and ‡, respectively.

Full MIMICS-Click EL-only MIMICS-Click

# Setting MAE MSE R2 MAE MSE R2

1 query 0.1500 0.0519 0.0485 0.2275 0.0719 0.0776
2 query+pane 0.1354† 0.0512 0.0626† 0.2257† 0.0714 0.0839†

3 query+titles 0.1335†‡ 0.0436†‡ 0.0814†‡ 0.2229†‡ 0.0692†‡ 0.1124†‡

4 query+snippets 0.1459† 0.0513 0.0606† 0.2255†‡ 0.0706†‡ 0.0944†‡

5 query+pane+titles 0.1450† 0.0505† 0.0745†‡ 0.2224†‡ 0.0692†‡ 0.1124†‡

6 query+pane+snippets 0.1439† 0.0505† 0.0762†‡ 0.2240†‡ 0.0704†‡ 0.0969†‡

titles from SERPs is up to 35% compared to using query and clarification pane,
and more than 45% over query-only setting. The results strongly suggest the
advantage of making use of SERP elements for ELP.

An interesting finding is that even though snippets contain more text than
titles and thus arguably more information as well, the model does not consis-
tently perform better with snippets as input. In fact, even though results with
titles seem better than ones with snippets, we observe no statistically significant
difference between the performance of query+titles and query+snippets on full
MIMICS-Click, nor EL-only MIMICS-Click. There are several reasons why snip-
pets do not exceed the performance of titles. First, it might be the quality and
type of text shown in snippets. Snippets often show only short excerpts, or even
multiple excerpts which are not clearly divided, from a longer document, focus-
ing on query words in the retrieved document. Thus, they might not contain all
the semantics of the document, while titles usually do. Second, it might be the
maximum input length of our encoder, which is 512 sub-word tokens. As men-
tioned in Table 6.1, a median length of a title is 8 tokens, while median snippet
length is 45. Considering that most of the samples have 9 or more title-snippet
pairs in their SERPs, it is evident that some portion of concatenated snippets get
left out. The potential limitation of truncating input length in most of BERT-based
models is a research direction on its own.

We point out that the necessity of asking the clarification can be estimated
from the initial query and retrieved search results, i.e., rows 1, 3, and 4 in Table
4.3, The success of the model to predict EL based on SERPs and the query alone,
suggests that this framework can be used for determining whether or not to ask



83 4.2 Experiments

low medium high
Impression Level

0.00

0.05

0.10

0.15

0.20

R
2

1 2 3 4 5
Query Length

0.00

0.02

0.04

0.06

0.08

0.10

R
2

Pane-only Pane-Titles Pane-Snippets

Figure 4.2. Performance by impression levels (left) and query lengths (right)
with different input configurations.

a clarifying question. However, we leave this aspect for future work. Instead, in
the next subsection we evaluate our model trained on ELP task for clarification
pane selection, addressing the pane quality aspect.

4.2.3 Additional Experiments

Here we show ELBERT performance, as measured by R2, with respect to various
characteristics of the dataset and the input components.

Impression level

Figure 4.2 (left) shows the performance of our model w.r.t. impression levels. We
notice that our model performs significantly better on queries with high impres-
sion rate, i.e., those whose clarification panes have been shown to users more
frequently. The differences between models at each impression level are not sta-
tistically significant, while differences between levels are, with p < 0.01. As the
engagement level labels have been computed by aggregating user click informa-
tion, this suggest that query-clarification pairs that have been implicitly evaluated
by a small number of users, i.e., have low impression level, contain noise.

Query length

Figure 4.2 (right) presents the performance of our model w.r.t. query length. The
difference in performance between all query lengths is statistically significant.
We notice that longer queries generally lead to better performance. This can be
attributed to them being more descriptive, thus allowing the search engine to
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Figure 4.3. Performance by number of search results made available to the
model.

retrieve more relevant results. Consequently, our model would utilize SERPs of
higher quality, improving the ELP. Highest improvement is seen for a query and
pane-only setting. Since the model in that setting does not see any SERP content,
it benefits the most out of longer, more descriptive queries.

Number of search results

Since user behavior is mainly biased by the results they see, and they mostly
look at top results only, we perform experiments to see how our models behave
in a setting with limited number of retrieved results. As mentioned before, MIM-
ICS dataset contains up to 10 retrieved results for each query. We evaluate our
model with 1, 2, . . . 10 SERP elements made available to it. Results for both, titles
setting and snippets setting, are presented in Figure 4.3. We see a clear improve-
ment in the performance as the number of search results fed to the model rises.
This suggests that our model highly utilizes SERP elements for ELP. We notice a
saturation after 7 elements, especially in the setting with snippets. This might
be due to snippets exceeding the maximum length of input to transformer-based
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Figure 4.4. Performance by question type.

models, which is 512 subword tokens.

Question type.

Microsoft’s internal algorithms usually output one of the 7 possible clarifying
questions in response to user query [Zamani et al., 2020b]. We investigate the
performance of our model w.r.t. the clarifying question type. The results in Figure
4.4 suggest that there are differences between them, although as such were not
specifically pointed out by Zamani et al. [2020b].

Clarification pane selection

In this subsection, we evaluate our ELBERT model trained for predicting the
engagement levels on clarification pane selection task. MIMICS-ClickExplore
dataset contains 64k unique queries, each with multiple clarification panes, yield-
ing a total of 168, 921 query-clarification pairs. Each pair is associated with cor-
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Table 4.4. Performance on clarification pane re-ranking task on MIMICS-
ClickExplore. † indicates statistical significance with p < 0.01.

nDCG@1 nDCG@2 nDCG@3 nDCG@5

Worst question 0.0 0.486 0.544 0.586
Random 0.437 0.728 0.759 0.771
ELBERT-panes 0.448† 0.728 0.761† 0.770
ELBERT-titles 0.496† 0.755† 0.785† 0.794†

responding engagement levels, which are generated by distinct groups of users
(similar to A/B testing). Therefore, the engagement levels can be directly used
as implicit feedback on the quality of clarification.

For each query, we rank their corresponding panes by their engagement level
in descending order and consider that as true ranking, similar to [Zamani et al.,
2020c]. As our predicted ranking, the model predicts the engagement level for
each clarification pane of a given query and we rank the panes by predicted
values, again in descending order. The produced ranking is then compared to
the true ranking in the dataset by nDCG@K. Results in Table 4.4 show that our
model outperforms enlisted baselines, namely Worst question and Random. How-
ever, relatively small improvements over baselines suggest that utilizing a model
trained for ELP on clarification pane selection task might not be ideal. Zamani et.
al [Zamani et al., 2020c] report better results on the task when model is trained
directly for question re-ranking, in a pair-wise setting, on manually labeled data.

Transformer attention analysis

As described in 4.1.3, we feed the model with the query, clarifying question, can-
didate answers, and SERP elements. To inspect the importance of each of the
input components, we perform quantitative study of ALBERT’s attention mech-
anism on the input sequence. Higher attention weights correspond to higher
importance for making the final prediction. We average the attention weights
of all tokens of a specific component for the last 3 layers of ALBERT encoder, as
they have been shown to capture most of the semantic meaning [Jawahar et al.,
2019].

Figure 4.5 shows attention of the classification [C LS] token, query tokens,
clarifying question tokens, and candidate answers, over the whole input sequence,
including the 10 retrieved responses (SERPs). The attention weights are aver-
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Figure 4.5. Attentions of input elements over queries, clarification panes and
SERP elements.

aged over 50 samples in the development set. We notice that SERP elements play
an important role for each of the input components, as attention weight distri-
bution is relatively evenly distributed among them. Furthermore, query tokens,
question tokens, and answer tokens, attend a lot to themselves.

4.3 Conclusions

In this chapter, we described various experiments on engagement level predic-
tion task for clarification in search. We showed that semantic-rich models, like
ALBERT, are much more successful in the task than traditional ML models. Fur-
thermore, we demonstrated the benefit of utilizing information from search en-
gine result pages, such as titles and text snippets of retrieved documents, in the
ELP task. Modeling of engagement levels can help guide the system on when
and which clarifications to prompt, thus improving the overall user experience.
Future work involves deeper analysis of topical changes in the retrieved pages,
that could lead to more accurate prediction of engagement levels, and estimating
the necessity of asking for clarification.
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Chapter 5

Entity-Based Response Rewriting

Search systems are frequently being used for acquiring new knowledge [Mar-
chionini, 2006, Gadiraju et al., 2018], and enabling effective interaction with
them has been the focus of a significant body of research [Hearst, 2009, White,
2016]. With the advent of conversational agents, the landscape of search is
changing [Zamani et al., 2022], with rapid progress being made in question un-
derstanding [Yu et al., 2020, Vakulenko et al., 2021] and result retrieval [Dalton
et al., 2020, Yu et al., 2021]. However, little attention has been paid to support-
ing users according to their knowledge level [Ghafourian, 2022] and ensuring
that they can actually understand the answers returned by the system. While
traditional web search offers users the possibility to follow hyperlinks or con-
sult knowledge panels in search engine results pages (SERPs) in order to learn
about certain concepts they might be unfamiliar with [Eickhoff et al., 2014], such
opportunity is taken away in conversational information access (CIA) due to the
limited bandwidth interface. For example, while the system’s generated response
might be concise and indeed answer the given question, it might mention con-
cepts that the user is unfamiliar with. We argue that CIA systems offer an unique
opportunity to proactively assist an individual, and, with this work, we aim to
make a step in this direction.

Entities are natural units for organizing information and can improve the
user experience throughout the search process [Balog, 2018]. In this chapter,
we investigate how to make answers more accessible to users in a text-based
conversational setting. The main hypothesis underlying this work is that allow-
ing users to learn more about certain entities mentioned in the answer would
lead to an improved user experience. However, not all entities are equally im-
portant. Therefore, we utilize the notion of entity salience to capture how central
a given entity is to understanding the answer returned by the system in response
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to a question. Entity salience has been studied in the context of web search,
where Gamon et al. [2013] define it as entities being central and prominent, cap-
turing the aboutness of the Web page. While only about 5% entities are salient
in Web pages [Gamon et al., 2013], answers in a conversational setting are short
with only a few entities present, therefore yielding a higher ratio of salient en-
tities. However, not knowing those entities might seriously impair the user’s
understanding of the answer. Once the top salient entities are identified, we
propose two answer rewriting strategies aimed at helping users to understand
the system’s response. One approach rewrites the answer to expand it with in-
line definitions of salient entities, making the answer self-contained. The other
approach complements the answer with a follow-up question, offering users the
possibility to learn more about specific entities. See Figure 5.1 for an illustration.

The first research question we ask is (RQ1) What are the characteristics
of salient entities in CIA? To address this question, we conduct an analysis of
360 answers from well-established conversational Q&A datasets using crowd-
sourcing. Specifically, we extract a number of entities from the answers and ask
crowd workers to assess their saliency based on how essential they are to prop-
erly understand the answer to the given question. We find that the majority of
the answers contain a number of highly salient entities, providing strong motiva-
tion for answer rewriting. At the same time, our results also suggest that saliency
is highly subjective and is likely influenced by the user’s background knowledge.
Additionally, we identify categories of salient entities that do not require further
definitions as they belong to common sense knowledge or are already explained
in the answer.

The second research question we address is (RQ2) How to utilize salient
entities in answer rewriting for an improved user experience? We consider
two variants of answer expansion by (1) adding definitions from a knowledge
base after the entity mention in parentheses, and (2) inserting human-written
descriptions in the text in a natural manner. Similarly, we study two options for
follow-up generation: (1) asking the user directly whether they want definitions
of salient entities, and (2) offering an optional follow-up to learn more about
specific entities. An experimental comparison of these four alternatives using
crowdsourcing reveals that users generally prefer some type of answer rewrite
over the original answer, with inline definitions being generally favored over an-
swers with follow-up questions. As part of our experimental protocol, we also
ask crowd workers to provide a free-text justification for their choice of answer
rewrite preference. We observe high subjectivity in these responses, with some
annotators favoring the original answer for its conciseness, some preferring the
one with inline definitions for its comprehensiveness, and others appreciating the
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Figure 5.1. Possible strategies to making sure the user understands the answer
in conversational information-seeking.

conversational nature of answers with follow-up questions. Overall, our results
provide a strong motivation for future research on personalizing answer rewrit-
ing, considering both the background knowledge and interaction preferences of
users.

Additionally, we explore the potential of using large language models (LLMs)
for the entity-based answer rewriting task, given the recent success of LLMs in a
wide array of natural language processing and information retrieval tasks [Brown
et al., 2020, Ouyang et al., 2022, Pereira et al., 2023, Gao et al., 2022]. Specif-
ically, we experiment with various way of prompting ChatGPT for end-to-end
answer rewriting. Our initial analysis revealed significant shortcomings in terms
of knowledge distortion (e.g., rewritten answer contains simpler language, with-
out the original entities the user might want to know about), failure to explain
entities, or significantly increasing the answer length, making it unfit for a con-
versational setting. Taken together, these issues give rise to concerns regarding
the lack of control and faithfulness of the rewritten answers, underscoring the
need for more controlled answer rewriting strategies that we are proposing.
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Our contributions can be summarized as:

• We annotate a sample of 360 question-answer pairs to characterize entity
saliency in CIA.

• We propose and evaluate two methods for improving the answers given by
the search system: rewriting the answer with inline definitions of salient
entities and prompting the user with a follow-up question to allowing them
to learn more about salient entities.

• We extensively analyze the feedback on answer rewrite type preference
and identify patterns that can help motivate future research.

• We perform an initial exploration of addressing the same task using a state-
of-the-art LLM and provide anecdotal evidence for the need for more con-
trolled generation approaches, thereby solidifying the case for the type of
methods this chapter is proposing.

This chapter was published in Sekulić et al. [2024b].

5.1 Understanding Salient Entities in Conversational In-
formation Seeking

In this section, we define salient entities in CIA and present several research
questions. Then, we describe the dataset acquisition process with crowdsourc-
ing. Finally, we showcase relevant aspects of the created dataset and provide an
analysis on special cases of salience.

5.1.1 Problem statement

A salient entity captures the aboutness of the text and is thus central to the given
document [Paranjpe, 2009]. In CIA, answers to user’s questions are usually short,
containing from a single to a few sentences with only a few entities present. Iden-
tifying salient entities in such answers is thus imperative, as they are essential
for the user’s understanding of the given answer. In this work, we inspect the
prevalence of entity salience in CIA. We define entity saliency on a graded scale
of 0 to 2, i.e., s(ei) ∈ [0,2], with ei being the ith entity in an answer. A score of 0
corresponds to the entity not being salient at all and 2 to the entity being highly
salient.
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In this section, we aim to shed light on RQ1: What are characteristics of
salient entities in CIA? We break this generic question into a series of more
specific subquestions:

RQ1.a How prevalent are salient entities in answers in CIA?

RQ1.b How well do users agree on which entities are salient?

RQ1.c Is there empirical evidence that the notion of entity salience is different
in conversational answers than in documents?

RQ1.d Are there entities that are salient, but do not require explicit definitions?

5.1.2 Dataset Acquisition

In order to model entity salience in CIA, we extend QReCC [Anantha et al., 2021],
an open-domain conversational question answering dataset containing 14k con-
versations. QReCC is curated from three well-established datasets: TREC CAsT
2019 [Dalton et al., 2020], Google Natural Questions (NQ) [Kwiatkowski et al.,
2019], and QuAC [Choi et al., 2018]. TREC CAsT focuses on conversational pas-
sage retrieval, while QuAC resolves around conversational Q&A over a Wikipedia
text. Contrary, NQ is not conversational in its original form, but has been ex-
tended by using its queries as a basis for creating subsequent turns. Excerpts
from QReCC with their original sources and saliency annotations are show in
Table 5.1. All of the conversations in the three datasets have been normalized
so that they contain multi-turn interactions with manually resolved utterances
and manually checked responses. This, together with its diversity, makes QReCC
appropriate for our work on entity salience in CIA. In this work, we provide a
deep analysis of the dataset in terms of entity salience modeling and thus sub-
sample the original QReCC dataset. We restrict ourselves to the test portion of
QReCC, as it contains utterances from all of the three aforementioned datasets.
Additionally, in order to annotate as many conversations as possible within rea-
sonable cost, we restrict ourselves to the conversations up the depth of 3, thereby
trading off conversation depth for higher breath coverage.

We employ a state-of-the-art entity linker, WAT [Piccinno and Ferragina, 2014],
to extract entities from the system’s responses. As suggested by the authors, we
use a reasonable, slightly precision-oriented confidence threshold of 0.45 for ex-
tracting entities from texts. We filter out the entities that appear in the question
as well, assuming the user asking the question already knows about them. This
procedure results in an entity set E, containing several entities extracted from
the given answer A, that do not appear in the question Q.
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Table 5.1. Excerpts from QReCC with our crowdsourcing-based annotations
of entity salience scores.

Source Question Answer Entity salience score

CAsT
What does it cost to
become a physician’s
assistant?

Average cost of resident tuition
for a 27-month physician
assistant program is...

Residency: 1.8
Tuition payments: 1.4

NQ
Why is snow used
for igloos?

Snow is used for igloos because
the air pockets trapped in it
make it an insulator.

Thermal insulation: 1.5

QuAC
What was Sigmund Freud
and Wilhelm Fliess’
relationship?

(they). . . saw themselves as
isolated from the prevailing
clinical and theoretical
mainstream because of their
ambitions to develop radical
new theories of sexuality.

Human sexuality: 1.0
Theory: 0.7
Mainstream: 0.4

Now that we have (question, answer, entity_set) triplets, we employ crowd-
sourcing to annotate which entities from the entity set can be considered salient.
Given the question and the answer, the task is to annotate the degree to which a
given entity is considered essential for understanding the answer. After an initial
analysis of the entities and their importance in understanding the answer, we
opted for a graded relevance scale. We adopt an annotation scenario where an
entity can be either essential, important, or not important. We draw the similari-
ties of our annotation scheme with well-established graded relevance schemes in
IR [Sakai, 2021], where a document can fully satisfy a user’s information need,
partially, or be irrelevant. We define the following labels for an entity:

Essential. Knowing about the entity is essential for understanding the answer to
the question. It is not possible to comprehend the answer without knowing
about (being familiar with) the entity. This label corresponds to a salience
score of 2.

Important. Knowing about the entity is important for a deeper and more com-
plete understanding of the answer. However, it is not essential and the
user can partially comprehend the answer without knowing about the en-
tity. This label corresponds to a salience score of 1.

Not important. The entity is not important for understanding the answer to the
question, nor does its knowledge benefit the user’s knowledge on the topic.
This label corresponds to a salience score of 0.
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Table 5.2. Examples of special cases of essential entities that do not necessarily
require further definitions. Last column indicates the prevalence of such entity
types in the expertly-annotated subsampled set of 122 entities across 37 QA
pairs.

Special case Question Answer Entity % in subset

Common sense
Who is Sigmund Freud’s
friend Wilhelm Fliess?

During this formative period of his work...his friend
Wilhelm Fliess, a Berlin-based ear, nose, and throat specialist.

Human nose 25%

Location/NE
Did Hansie Cronje
make any debuts?

Hansie Cronje made his first-class debut for Orange
Free State...at Johannesburg.

Johannesburg 12%

Already defined
What are some advantages
of using Linux?

One of the main advantages of Linux is that it is an
open source operating system, i.e., its source code
is easily available for everyone...

open source 2%

Entity is the answer
Who has to push
the rock up the hill?

Sisyphus, king of Ephyra, was punished
to roll an immense boulder up a hill...

Sisyphus 4%

We use Amazon Mechanical Turk1 as our annotation platform. All workers are re-
quired to have at least 1,000 approved annotations with a minimum 95% overall
approval rate and be based in the United States, in order to mitigate the poten-
tial language barrier for understanding the task. Each (question, answer, entity)
triplet is annotated by five different workers. To insure high quality annotations,
we manually curate a test set of (question, answer, entity) triplets that the work-
ers need to annotate correctly in order for their annotations to count towards the
final dataset. The size of the test set is 25% of the final dataset size. Additionally,
we track workers’ mouse clicks and discard annotations that are done recklessly
and quickly. Workers take on average 8.1± 12.7 seconds per (question, answer,
entity) triplet. To ensure ethical use of crowd workforce, we provide an appro-
priate compensation of 0.20$ for 5 annotated entities, resulting in an average of
18$/h, which is over 250% of the minimum wage in the USA.

5.1.3 Analysis

In this section, we answer our research questions through an extensive analysis
of the acquired dataset on entity salience in CIA.

Presence of Salient Entities.

In order to focus on answers with a certain level of complexity, we selected an-
swers with at least 2 entities present (as extracted by WAT), and annotated 120
QA pairs in, containing a of 400 entities. Each (question, answer, entity) pair was
assessed by five different workers, resulting in a total of over 2,000 annotations.
In the annotated dataset, there are on average 5.06±2.63 entities present in the

1https://www.mturk.com
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Figure 5.2. Four examples of changes in salience score through conversational
turns.

answers. The average salience of those entities, as assessed by crowd workers,
is 1.24± 0.33 (40% annotated with salience of 2, 53% with 1, and 7% with 0).
In response to RQ1.a, this means that there are more salient entities than non-
salient ones in CIA answers. This finding is further confirmed by averaging the
saliency scores for each entity and computing the portion of salient ones (e.g.,
average saliency score > 1.5) over the total number of entities in the answer.
This ratio is 0.63± 0.28, meaning that on average 63% of all entities in CIA can
be considered salient entities.

Moreover, we analyze salience throughout the conversation. Figure 5.2 shows
examples of the development of an entity salience through three turns of the
conversation. The entity epilepsy is mentioned sporadically in the answer at turn
1, but becomes considerably more salient in the subsequent turn. Overall, we
observe an average change of saliency score between two consecutive turns of
0.36±0.21, suggesting that an entity might become more or less essential as the
focus of the conversation changes. Entities might be sporadically mentioned in
earlier turns of the conversation, but with users’ further queries they can become
central to the topic of the conversation.
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Subjectivity in Assessing Entity Salience

To answer RQ1.b, we compute Fleiss’ κ [Fleiss, 1971] to measure subjectivity of
the annotators assessing the degree of saliency of an entity, i.e., how essential is
the entity for a complete understanding the answer. The computed κ is 0.16, sug-
gesting weak inter-annotator agreement and high subjectivity for the task [Viera
et al., 2005]. Furthermore, we compute Spearman’s rank correlation coefficient
ρ between all pairs of workers that annotated a specific QA pair. With this step,
we try to assess potential subjectivity level that is due to different perception
of scale of essential/important/unimportant entities. For example, two workers
might agree on which of the entities is more salient, while their perception of the
saliency scale differs slightly. The average Spearman’s ρ is 0.45, which suggests
a fair agreement and thus a certain level of skewed score subjectivity, which is
different from weak agreement measured by κ. Overall, we conclude that the
task of assessing which entities are essential for answer understanding is highly
subjective. The subjectiveness may come from different user background knowl-
edge, their perception of salience, but also from personalities. However, having
labels collected from five different annotators allows for a robust assessment of
entity salience. The data suggests that there is a lot of potential for dealing with
personal preferences and subjectivity when estimating entity salience.

Entity Salience in Documents vs. in CIA

We hypothesized that the notion of entity salience is different in CIA than in
Web documents. To assess this hypothesis in the light of RQ1.c, we compute the
entity salience score using a state-of-the-art model for salience prediction in doc-
uments, SWAT [Ponza et al., 2019]. For each QA pair, we compute Spearman’s ρ
over the entities ranked by salience score from the dataset and the entities ranked
by salience score as predicted by SWAT. The computed ρ averages to 0.25, in-
dicating low to moderate correlation. This suggest that document-level salience
prediction methods are not entirely fit for the task of entity salience identifica-
tion in CIA. Moreover, the prevalence of salient entities is significantly higher in
CIA answers (63%), as opposed to Web documents (5%), as reported by Gamon
et al. [2013].

Special Cases of Salient Entities

Another important finding of the analysis is the case that although most of the
answers contain salient entities, which require user’s familiarity to comprehend
the answer, not all such entities necessarily require definitions. To answer RQ1.d,
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we take a random subsample of more than a hundred entities from the crowd-
annotated answers for analysis with a goal of finding potential patterns. We then
perform expert annotation (done by one of the authors of the study) by carefully
inspecting entities in the context of a conversation and note whether they would
potentially require explicit definitions or not. In our analysis, several special
cases of entities arose, which might not require further steps to be taken by the
CIA system, even if deemed salient.

Table 5.2 presents the described cases, with an example and their prevalence,
as indicated by the percentage of such entities subsampled set. We estimate that
around 40% of the entities belong to one of the special cases and potentially do
not require definitions, with the biggest category being common-sense knowl-
edge entities.

5.2 Answer Rewriting

We have established that salient entities occur frequently in answers to CIA ques-
tions. In this section, we aim at rewriting the answers containing salient entities
with the goal to aid users’ understanding. To this end, we propose two answer
rewriting strategies, depicted in Figure 5.3. The first strategy aims to rewrite
the original answer A by inserting inline definitions of the identified salient en-
tities, thus making the answer self-contained. The second strategy makes use of
the mixed-initiative CIA paradigm and offers the user to learn more about any
of the identified salient entities. Figure 5.3 showcases all rewrite types, further
explained in the following sections.

5.2.1 Inline Entity Descriptions

Our first strategy towards ensuring the complete understanding of the answer is
based on including the explanations of the identified salient entities in the answer
itself. Formally, we rewrite the original answer A by providing inline definitions di

for each of the salient entities ei, resulting in the answer rewrite A-inlinedef. The
answer A-inlinedef is thus self-contained, as all of the salient entities are explicitly
described. One of the challenges here is to keep the explanations reasonably
short and adequate for a conversational setting, as explaining the answer with
long definitions would result in a significantly longer answer than the original,
thereby overwhelming the user. Thus, we experiment with two alternatives for
providing inline definitions.
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Figure 5.3. Answer rewriting strategies.
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Wikibase Entity Descriptions

We utilize a knowledge base to extract definitions of salient entities. Specifically,
we consult Wikibase2 to retrieve the entry of given entity ei and get its defini-
tion di. To construct the final rewritten answer A-inlinedef/wiki, we insert di

in parentheses immediately after the first mention of ei (. . . e1 . . . e2 . . . e3 · · · ⇒
. . . e1(d1) . . . e2(d2) . . . e3(d3) . . . ).

Manually Curated Entity Description

We hypothesize that entity descriptions inserted into parentheses might appear
ineloquent and unnatural for a conversational setting. Therefore, we manually
go through the entity descriptions in A-inlinedef/wiki answers and rewrite them
to sound more natural. The process of manual rewriting involves, among others,
avoiding highly technical or too verbose definitions. Moreover, we insert di after
ei such that the definition is blended in the text more naturally, i.e., using commas
(. . . e1 . . . e2 . . . e3 · · · ⇒ . . . e1, d1, . . . e2, d2, . . . e3, d3, . . . ). This text simplification
task could potentially be carried out by a pretrained large-scale language model.
However, in our initial experiments with T5 [Raffel et al., 2020], we observed
several inaccuracies. As our objective is to measure the usefulness of answer
rewrites to users, we opted for human curation to ensure that the findings of this
study are not impacted by the imperfections of automatic rewrites. The answer
rewritten with this method is referred to as A-inlinedef/human.

5.2.2 Mixed-initiative Follow-up Prompt

Under the mixed-initiative paradigm in CIA, the system can at any point take ini-
tiative and prompt the user with various elicitation, clarification, or other ques-
tions [Allen et al., 1999, Zamani et al., 2022]. As one of the potential limitations
of the previously described approach is overwhelming the user with potentially
unnecessary entity definitions, we instead ask the user whether they require the
explanations of salient entities or not. To this end, we experiment with two dif-
ferent follow-up prompts, described below.

Follow-up Question

The first type of follow-up we propose is a direct question, aimed at asking
whether the user is familiar with the salient entities identified in the answer. To

2https://www.mediawiki.org/wiki/Wikibase
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construct a direct clarifying question, we construct a new answer A-followup/question
by expanding the original answer A with a question “Do you want to learn more
about e1, e2, or ei?”, where ei is in the top N most salient entities identified.

Follow-up Offer

Similarly, an offered follow-up prompt (A-followup/offer) is designed by expand-
ing the original answer with “If you wish to learn more about e1, e2, or ei, feel
free to ask.”

We hypothesize that this strategy offers several benefits over the inline ex-
planation rewrites. First, the user can chose whether they want to learn about
the identified salient entities or they are comfortable with moving on with the
conversation (they either know enough about the entities or do not care). We
note that phrasing the follow-up prompt as a direct question, i.e., “Do you want
to learn more about entity?” would require the direct answer from the user, po-
tentially disrupting the conversation flow. Instead, our proposed construction of
the prompt simply offers the user a possibility for expansion, enabling them to
ignore it if they are not interested in learning about the proposed entities. Sec-
ond, we can learn about the user’s background knowledge by them choosing or
not choosing to learn about the salient entities, leading to a potential for per-
sonalization of subsequent answers. Third, we encourage engagement with the
user by providing potential topics to converse about. While these assumptions
intuitively make sense, we formulate specific research questions to assess them
empirically.

5.2.3 Evaluation of Answer Rewrite Strategies

In this section, we describe the human-based evaluation procedure for comparing
the original answer with the rewritten answers.

Research Questions

The main research question we aim to answer is RQ2: How to utilize salient
entities for answer rewriting for an improved user experience? Moreover,
we also aim to explore what type of rewritten answers users prefer and what
methods work the best for generating such rewrites. Thus, we extend our main
research question to four more specific questions:

RQ2.a: Do users prefer the rewritten questions over the original ones?
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RQ2.b: Which of the two answer rewrite strategies (A-inlinedef or A-followup)
is preferred?

RQ2.c: Is there a preferred way of explaining the salient entities inline (A-inlinedef/wiki
or A-inlinedef/human)?

RQ2.d: Is there a preferred way of offering follow up to the user (A-followup/question
or A-followup/offer)?

RQ2.e: How does the number of salient entities considered in the rewrite (top
1, 2, or 3) affect user preferences?

Experiment Design

We design the evaluation study as a multiple choice inquiry and ask crowd work-
ers to provide their assessments. Given an initial question, the workers need to
assume the role of a user and select the answer that they would prefer in an
interaction with a conversational assistant. The given options are threefold: an
original answer, a rewritten answer with inline explanations, and a rewritten
answer with a follow-up prompt in the end. Moreover, to answer research ques-
tions RQ2.c and RQ2.d, we vary the methods for inline explanations, as well as
the types of questions for the prompt-based rewrite. Note that crowd workers are
not aware of those changes and they always have the three mentioned options,
without knowing how the rewrites are generated. To ensure consistency, we gen-
erate rewrites on the same pool of QA pairs, thus controlling the potential impact
of different topics on the rewrite preference. Each question and three answer op-
tions, corresponding to original answer, an answer with inline definitions, and
an answer with follow-up, is annotated by three different crowd workers.

We ensure the quality and consistency of the annotations by selecting high-
quality workers, as described in Section 5.1.2. Moreover, we randomize the order
of A-original, A-inlinedef, and A-followup to reduce any potential position bias.
In order to gain further insight into the matter, we ask annotators to provide
a brief explanation of on why they chose the answer they did. We analyze the
provided reasons in depth in the next section. To additionally ensure high quality
annotations, we manually inspect all of them, rejecting the crowd workers who
carelessly provided nonsensical reasons (e.g., “first one,” “best text,” or simply
copy-pasted parts of the answers), and blocking them from further participation
in the study. In total, we acquire more than 600 assessments on rewrite type
preference with justifications for the choice.



103 5.2 Answer Rewriting

Table 5.3. Answer rewrite preference assessed by crowd workers. Workers are
shown three rewritten answers (A-original, A-inlindef, and A-followup) in a
randomized order. Results are broken down by varying the proposed answer
rewrite strategies. p-values are reported using a χ2 test.

Original A-inlinedef A-followup p-value
/wiki /human /offer /question

60 66 - 45 - 0.13
56 53 - - 41 0.28
54 - 60 36 - 0.04
52 - 71 - 27 < 0.01

222 250 149 < 0.01

Results

In this section, we present the results of the crowdsourcing study on answer
rewrite type preference and analyze them in the light of the aforementioned
research questions.

Original or Rewritten Answer Preference Table 5.3 presents the results of the
different combinations of answer rewrites, as explained in Section 5.2.3. To as-
sess whether differences in answer preference are statistically significant, we per-
form a χ2 test under the null hypothesis of data being drawn from a uniform
probability distribution across the three rewrites (i.e., each row of the table).
In response to RQ2.a, we observe a preference for one of the answer rewrites,
over the original answer (222 for original vs 399 for rewrites, p-value < 0.05).
These results suggest that there is a large potential for improving the user ex-
perience through answer rewriting. Moreover, the findings suggest a promising
direction for further research on answer rewriting in CIA systems, both by pro-
viding further inline explanations of certain entities and by offering follow-up
clarifications.

Rewrite Type Preference Regarding RQ2.b, we observe a preference for an-
swers with inline explanations (A-inlinedef) over the answers with a follow up (A-
followup). Moreover, as indicated in Table 5.3, this preference is prevalent across
all combinations of rewrite subtypes. Although not all combinations in Table 5.3
yield statistically significant differences, the overall trend is prevalent across all
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of the experiments. This suggests that making the answer self-contained by pro-
viding inline entity explanations is more desirable than offering the user to clarify
these entities. Contrary to our hypothesis, longer answers obtained by inserting
entity descriptions do not seem to overwhelm the majority of the users. How-
ever, subjectivity is still important in this scenario, as some users indeed find
A-inlinedef to be too cluttered, as discussed in the next section.

Rewrite Subtype Preference To address research questions RQ2.c and RQ2.d,
we aggregate the results of different subtypes of answer rewriting. Experiments
indicate humanly-curated answer to be slightly more preferred over the Wikbase
definitions in parentheses (131 vs. 119), suggesting that more natural rewrites
could better help the user understand the answers. This finding is a motivation
for the development of answer rewriting methods aimed at defining entities in a
more natural manner, compared to entity definitions being inserted into paren-
theses.

Similarly, A-followup/offer is slightly more preferred than A-followup/question
(81 vs. 68). We hypothesize that a prompt that could be ignored, as opposed
to a direct question, would benefit the overall user experience. While both
strategies are equally effective in providing the user with desired information,
A-followup/offer might not impair the flow of the conversation, as it can be ig-
nored if the user does not desire to learn more about proposed entities.

Result Preference by Top N Entities Regarding RQ2.e, we report the results
on answer preference across top N most salient entities rewritten in Table 5.4.
Specifically, we construct the experiment such that the same original answer is
rewritten three times, each time with N salient entities taken into account, with
N ∈ [1, 2,3]. Results suggest that the higher the N , i.e., the more entities are de-
fined in the answer, the stronger the user’s preference for A-inlinedef. We hypoth-
esize that such answers provide a more complete response to the given question,
thus not requiring further explorations of the topic through clarifying prompts.

Analysis

In order to gain further insight into answer rewrite preferences, we manually
analyze responses from crowd workers. Recall that workers were asked to jus-
tify why they would prefer the answer rewrite they have chosen. We perform a
qualitative analysis of the provided reasons by identifying re-occurring reasons
for workers’ choices. We find five distinct patterns of the provided reasons, pre-
sented in Table 5.5. To estimate the prevalence of each of these, we randomly
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Table 5.4. Results on answer rewrite preference by top N salient entities rewrit-
ten. The p-value is computed by χ2 test.

A A-inlinedef A-followup p-value

Top 1 80 84 65 0.27
Top 2 87 83 42 < 0.01
Top 3 55 83 42 < 0.01
Total 222 250 149 < 0.01

Table 5.5. Reasons for choosing one answer over another, grouped together by
observed patterns. The last column presents the prevalence of the pattern in
the manually analyzed portion of the dataset.

Reason for choice Preference Pattern Prev.

∗ “The terms seem to be very specialized in terms of the question and need at least some elucidation to understand” A-inlinedef Better
explanation

28%∗ “not everyone knows how the body functions.” A-inlinedef

∗ “The most concise answer. I don’t think the recipient would
want any more particular information especially about Africa”

A-original
Concise 28%

∗ “it’s the most complete answer that doesn’t add unnecessary stuff inside brackets of brackets.” A-original

∗ “the other answers have text that shouldn’t be there or is too wordy.” A-original
No clutter 15%∗ “I prefer this one because it doesn’t have a question on the end, and

because it is the most clear and direct, w/o any parentheticals.”
A-original

∗ “invites you to ask for more information about it” A-followup
Learn more 14%∗ “I choose 1, because I want to learn more about solar energy.” A-followup

∗ “I prefer the first one because it is the most concise answer. One doesn’t need to
be told they ask more questions as in answer 2, and answer 3 rambles a bit.”

A-original
Other 10%

∗ “the topic is very familiar for me and i have some knowledge about chemical energy so i choose this option” A-inlinedef

∗ “This doesn’t overexplain the compatibility layer aspect, making me feel overwhelmed,
and allows me to ask about it if I want instead”

A-followup
Natural 4%

∗ “Apart from answering the question, the assistant is more interactive and
continues to ask whether I would like to learn more about the bank of England.”

A-followup
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select 100 responses from the crowd workers and label them using these pattern.
In our analysis, we allow for multiple patterns to be associated with a single rea-
son of choice, as for example worker can pick an answer because it is both concise
and natural. The patterns and their frequency in the analyzed set are shown in
Table 5.5. Overall, we find that:

• Users prefer the original answer A mostly because it is short, concise, and
does not introduce unnecessary clutter.

• Users prefer the answer with inline explanations A-inlinedef when they ap-
preciate additional information and think it provides a well-defined answer.

• Users prefer the answer with a follow-up prompt A-followup when they
think it is the most welcoming of the different answer alternatives, inviting
for further conversation, but is not unnecessarily overwhelming with long
explanations of entities they perhaps do not require explanation of.

Although all of the workers provided reasonable justifications for their selection,
the inter-annotator agreement, as measured by Fleiss’ κ, is 0.03, indicating high
subjectivity. From the conducted experiments and observed patters in user’s pref-
erences, we find solid evidence that entity-based answer rewriting can lead to an
improved conversational user experience. At the same time, we also find that
the choice of preferred answer format is highly subjective, which calls for further
research on the personalization of such approaches.

LLM-based Answer Rewriting

While entity definitions are currently either taken from a knowledge base or
curated by human intervention, the question naturally arises: Could this task
not be tackled in an end-to-end manner by a large language model (LLM)?
Given promising advancements in text simplification, e.g., with T5 [Sheang and
Saggion, 2021], and the broad variety of knowledge and language capabilities
demonstrated by ChatGPT, there are reasons to believe that the answer rewriting
task could be performed by simply engineering the “right” prompt. Below, we
present some anecdotal evidence to the contrary, by presenting results obtained
with a state-of-the-art LLM, gpt-3.5-turbo [Brown et al., 2020].

Specifically, we consider two types of prompts: (1) instructing the LLM to
rewrite the answer for easier understandability and (2) additionally, including
the specific entities that need to be explained. For both settings, we experimented
with both zero- and few-shot prompts. Due to space constraints, we only include
a few examples in Table 5.6 to illustrative the main limitations we identified:



107 5.2 Answer Rewriting

Table 5.6. Examples of LLM rewrites for answer rewriting with the original
answer being: “The lipid bilayer is a thin polar membrane made of two layers
of lipid molecules. These membranes are flat sheets that form a continuous
barrier around all cells.”

Prompt Answer rewrite Limitation

Rewrite the passage below in a
simplified language, so it is
understandable to everyone.

The lipid bilayer is a very thin and special kind of membrane made up of two
layers of lipid molecules. These membranes are like flat sheets that wrap
around all cells and create a protective barrier.

Knowledge distortion

Rewrite the passage below so it contains
explanations of the main concepts
so that it is easier to understand.

The lipid bilayer is a structure consisting of two layers of lipid
molecules that form a thin, polar membrane. This membrane serves as a
protective barrier encircling every cell in the body. It is composed
of flat sheets, ensuring a continuous and consistent covering.

No entity explanations

Rewrite the passage below so it is
understandable to wide audiences, by
explaining the following entities:
"lipid molecules", "polar membrane".

The cells in our body are surrounded by a very thin. . .
head is attracted to water (hydrophilic) while the
tail is repelled by it (hydrophobic). . .
(5 sentences).

Answer lengthening

Rewrite the passage below so it contains
brief explanations of "lipid molecules"
and "polar membrane".

The lipid bilayer, which is made up of lipid molecules, is a thin and polar
membrane. Lipid molecules are special types of fats. This polar membrane
consists of two layers and forms flat sheets. It acts as a continuous
barrier that encloses and protects all cells.

–

• Failure to identify salient entities: When entities that require explanations
aren’t explicitly stated, the LLM can simply reword the answer, without
providing any additional information.

• Knowledge distortion: Certain salient entities are removed from the original
answer, causing the loss of information by oversimplifying the text.

• Answer length: when explicitly stated which entities require inline expla-
nations, the LLM tends to significantly lengthen the original answer (from
1-2 to 5-6 sentences).

• Inconsistency: Although hallucination is a known issue in LLMs [Ji et al.,
2023], we also observe inconsistency, i.e., a high degree of variation in an-
swer quality, when generating answers to the same prompt multiple times
(controllable with parameters to some degree) and across different exam-
ples (not controllable).

That said, LLMs can also generate appropriate rewrites, as illustrated by the last
example in Table 5.6, which is both concise and natural, while still covering all
of the salient entities. However, it is evident that the salient entities had to be
explicitly stated and that prompts need to be carefully engineered for the desired
outcome.

The main take home message of our study is that entity-based answer rewrit-
ing can improve the user experience, but to unlock its full potential, the identi-
fication of salient entities as well as the preferred form of answer rewrite need



108 5.2 Answer Rewriting

to be addressed in a personalized manner. These parts require future research.
When it comes to the actual generation of the rewritten answer, there is a large
potential for utilizing LLMs, provided that they are prompted with the specific
entities and the desired format of rewrite.

5.2.4 Discussion

Ours is a novel task in a conversational setting, which makes evaluation inher-
ently challenging. In this section, we reflect on some of the design decisions,
acknowledge limitations, and highlight possible future research directions, in-
cluding potentially revisiting some of the design choices.

Impact of Rewriting on Answer Length

Rewriting answers in CIA by inserting inline definitions of salient entities length-
ens the original answer. As observed in our experiments, up to three entity defi-
nitions do not seem to hurt the answer rewrite, as such rewrite was often chosen
by the crowd workers. However, in case the answer becomes too long due to
a large number of salient entities, the amount of them we provide definitions
for can be reduced by taking only the top N entities, as ordered by the salience
scores.

Text- vs. Voice-based CIA

We hypothesize that results on answer rewrite preference might differ in a voice-
only setting, as the user is not able to skim through potentially unnecessary parts
of the answer. As such, preference for inline definitions might not be so prevalent,
as users could not simply skim through the text and would in fact need to listen
to the extended answers. We aim to explore the aforementioned questions in
further research.

More Realistic Conversational Setting

Design-wise, we compare answer rewrites turn by turn, rather than evaluating
the whole conversations. This is often the case in crowdsourcing-based studies
due to the limited availability of users, although recent research points out the
benefits of multi-turn dialogue evaluation [Li et al., 2019]. At the same time,
utterances in our study are self-contained and do not necessarily require full
conversation history for correct assessments. Also, we provide an analysis of the
salient entity evolution throughout the conversation. Nevertheless, as part of our
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future work, we aim to build multiple CIA systems based on answer rewrite type
(e.g., a system that generates answers with inline explanations of salient entities
and a system that offers follow-up prompts) and perform a thorough user study
to validate the findings of this work.

Salient Entity Annotation

While other automated options for extracting salient entities exist, we opted for
annotating salience through crowdsourcing with a goal of acquiring high-quality
data. Nevertheless, despite having multiple controls in place for ensuring quality
(from the selection of crowd workers to using test questions), the inter-annotator
agreement turned out to be relatively low. We attribute this to the high subjectiv-
ity of the task, as workers’ perception of what is “essential to understand” might
differ, in relation to their personal knowledge and their understanding of what
“essential” means. We acknowledge the possibility of the annotation task being
set up this way to be too open for interpretations, or simply too hard, thus leading
to low inter-annotator agreement. In the future we plan to repeat the annotation
process as part of a dedicated study, aiming to untangle what role prerequisite
knowledge and subjectivity might play here. Nonetheless, we believe the find-
ings of this study on question rewrite strategies and preferences to be sound and
useful for the research community.

5.3 Conclusions

In this study, we analyzed the presence of salient entities in conversational in-
formation seeking interactions. We found that most of the answers generated by
the search system contain some amount of salient entities, required for the com-
plete comprehension of the answer. Moreover, with a goal of ensuring that the
user understand these answers, we proposed two strategies for answer rewriting.
The first one is based on providing inline definitions of salient entities, while the
second one explicitly offers the user to learn more about the entities they might
be unfamiliar with. The suggested methods were extensively assessed through
human-based evaluation, indicating user preference for answers with inline def-
initions, over the follow-up prompt-based rewrites. We hope that these findings
provide a strong motivation for further research on entity-based answer rewrit-
ing.



110 5.3 Conclusions



Part II

User Simulation

111





Chapter 6

User Simulation for Conversational
Search

Evaluation of mixed-initiative conversational search systems is arduous [Penha
and Hauff, 2020, Lipani et al., 2021]. The challenge arises from the fact that ex-
pensive and time-consuming human-in-the-loop evaluation procedures and user
studies are required to properly evaluate conversational systems. That is even
more the case with mixed initiatives, as the number of possible conversations
is essentially limitless [Balog, 2021]. Such studies require real users to inter-
act with the search system for several conversational turns, provide answers to
potential clarifying questions prompted by the system, and provide feedback to
system’s responses. A relatively simple solution is to conduct offline corpus-based
evaluation [Dalton et al., 2020, Aliannejadi et al., 2019b, Qu et al., 2018]. Ex-
isting data collections are mainly built based on online human–human conver-
sations [Qu et al., 2018], synthetic human–system interactions [Dalton et al.,
2020], and multiple rounds of crowdsourcing [Aliannejadi et al., 2021b]. How-
ever, this limits the system to selecting clarifying questions from a pre-defined
set of questions, which does not transfer well to the real-world scenario. No
existing data collections, however, feature explicit user feedback extensively in
a conversation, thus limiting research in this area. Moreover, such offline eval-
uation remains limited to single-turn interaction, as the pre-defined questions
are associated with corresponding answers and are not aware of any previous
interactions. User simulation has been proposed to tackle the shortcomings of
corpus-based and user-based evaluation methodologies. The aim of a simulated
user is to capture the behavior of a real user, i.e., being capable of having multi-
turn interactions on unseen data, while still being scalable and inexpensive like
other offline evaluation methods [Salle et al., 2021, Zhang and Balog, 2020].

113
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In this chapter, we further motivate the use of user simulation approaches
for conversational search system evaluation and define necessary requirements
of such simulators (Sect. 6.1). Section 6.2 describes methodology used for eval-
uating user simulators. Next, in Sect. 6.3, we describe our proposed LLM-based
user simulator for answering clarifying questions in mixed-initiative conversa-
tional search [Sekulić et al., 2022]. Given the initial information need descrip-
tion, our simulator is able to answer clarifying questions posed by the system,
which mitigates the need for human-in-the-loop evaluation, as was previously
the standard [Aliannejadi et al., 2019b, 2020b]. However, the described ap-
proach remained limited to answering clarifying questions and did not properly
utilize the conversational history (i.e., simulators performance dropped in multi-
turn setting). We address these limitations in Sect. 6.4, where we propose a
user simulator capable of multi-turn interactions extending beyond answering
clarifying questions. Specifically, we enable the simulator to provide feedback,
both positive and negative, to the systems responses, in addition to answering
posed questions. Section 6.6 then provides an in-depth analysis of the utterances
generated by the proposed LLM-based user simulators.

Large parts of this chapter were published in Sekulić et al. [2022], Owoicho
et al. [2023], and Sekulić et al. [2024].

6.1 Motivation and Problem Setting

In this section, we explain a user’s role in evaluating conversational search sys-
tems. Moreover, we discuss several desired characteristics of a user simulator
and formalize the task of simulating a user for conversational search.

6.1.1 User’s Role in Conversational Search System Evaluation

Previous work in task-oriented dialogue systems and conversational search sys-
tems mainly evaluate the performance of the systems in an offline setting using
a corpus-based approach [Deriu et al., 2021]. The offline evaluation must accu-
rately reflect the nature of conversational systems, as the evaluation is possible
only at a single-turn level. Thus, to adequately capture the nature of the con-
versational search task, it is necessary to involve users in the evaluation proce-
dure [Black et al., 2011, Li et al., 2019]. User involvement allows proper evalua-
tion of multi-turn conversational systems, where users and systems take turns in
a conversation. Even with such an approach that most precisely captures the per-
formance of the systems in a real-world scenario, the involvement of users in the
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evaluation is tiresome, expensive, and unscalable. To alleviate the evaluation
of dialogue systems while still accurately capturing the overall performance, a
simulated user approach has been proposed [Zhang and Balog, 2020, Sun et al.,
2021]. The simulated user is intended to provide a substitute for real users [Ba-
log, 2021], as it is easily scalable, cheap, fast, and consistent. Next, we formally
describe the characteristics of a simulated user for conversational search system
evaluation.

6.1.2 Formal Definition

In this section, we formalize the requirements of the mixed-initiative conversa-
tional search systems, followed by mapping them to the ones of a user simulator.

Formally, a conversational search session is carried out between a user U
and a system S. The search session consists of multiple turns of the user’s ut-
terances u and the system’s utterances s, forming conversational history H =
[u1, s1, . . . , ut−1, st−1], with ut and st corresponding to user’s and system’s utter-
ance at conversational turn t, respectively. One key factor is that we differen-
tiate between discourse types of user utterances u, namely queries uq, answers
ua to clarifying questions posed by the system, and explicit feedback u f to the
system’s responses. Similarly, the system’s utterance s can either be a response
sr aimed at satisfying the user’s information need IN or a clarifying question
scq aimed at elucidating the user’s information need. One of the inputs to vari-
ous modules of mixed-initiative systems can as well be the ranked list of results
R = [r1, r2, . . . , rN], retrieved in response to ut , where N is the maximum num-
ber of results considered. We note that conversational search systems should also
contain modules for contextual query rewriting, document retrieval, re-ranking,
and result presentation, but we omit the details for the sake of brevity. More
details on these modules can be find in Chapt. 2.

Mixed-Initiative Systems

A conversational search system should be able to effectively conduct contextual
query understanding, document retrieval, and response generation. Moreover,
under the mixed-initiative paradigm, the system can at any point take initiative
and prompt the user with various suggestions or clarifying questions [Radlinski
and Craswell, 2017]. Throughout this dissertation, we focus mostly on clarifying
questions as a most-widely researched area of the paradigm. Thus, bellow we
formalize the mentioned tasks.
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Clarification need. When necessary, e.g., in case of a user’s query being ambigu-
ous, the CS system can ask a clarifying question, or questions, to elucidate the
user’s underlying information need. Thus, the first challenge of a mixed-initiative
search system is to assess the need for clarification [Aliannejadi et al., 2021b].
Specifically, given the current user’s utterance ut , the task is to predict whether
asking a clarifying question is required, or whether the system should issue a
response aimed at answering the user’s question. Thus one of the modules of
the search system needs to model a function clari f icat ion_need = f (ut |H, R),
where clari f icat ion_need ∈ {0, 1}, indicating whether not to ask or to ask a
clarifying question.

Clarifying questions. As mentioned, asking clarifying questions methods can be
broadly categorized into question selection and question generation [Aliannejadi
et al., 2019b, 2020b]methods. In the first approach, given the current user utter-
ance, ut , and a conversational history H, the task is to select an appropriate clari-
fying question from a predefined pool of questions CQ = {cq1, cq2, . . . , cqn}. For-
mally, we model scq = φ(ut |H, R, CQ) where φ is our question selection model.
Question generation poses itself as a necessary step in CS, going beyond selection
from pre-defined corpora. Formally, the task of the question generation module
is to model ψ in scq =ψ(ut |H, R).

Processing User Feedback. A CS system needs to be able to process feedback
given by the user during the conversation including both answers to clarifying
questions and explicit feedback to the system’s response. Therefore, the system,
in both cases, needs to update its internal state by refining its representation of
the user’s information need. Formally, we define updates to the system’s inter-
pretation of the user’s information need, as query reformulation: ut ′ = γ(ut |H),
where γ is the query rewriting model. We note that, depending on the design
choices of mixed-initiative systems, different forms of feedback, i.e., answers
to clarifying questions and explicit feedback to the system’s responses, can be
modeled differently — e.g., ut ′ = γ1(ut

a|H) and ut ′ = γ2(ut
f |H). Furthermore,

we point out that similar methods might be used to model contextual query re-
formulation, which aims at resolving current user utterance in the context of
conversational history: ut ′

q = γ3(ut
q|H).

User simulation

A user simulator aims to mimic key user’s roles in MI interactions. Although Balog
[2021] defines several desired properties of a realistic user simulator, we focus
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on the simulator’s ability to capture and communicate aspects of the information
need. The simulator should coherently answer any posed clarifying questions,
or provide positive/negative feedback to the system’s responses. In other words,
the requirements of a user simulator are complementary to the ones of mixed-
initiative CS systems. Inspired by Zhang and Balog [2020], we base our user
interaction model on the general QRFA model for the conversational information-
seeking process [Vakulenko et al., 2019].

Formally, the user simulator needs to be able to carry out multi-turn inter-
actions with the search system and generate a variety of different utterances:
(i) uq: seek information through querying; (ii) ua: answer clarifying questions;
and (iii) u f : provide feedback to systems’ responses. All of the utterances gen-
erated by the simulator need to be in line with the underlying information need
IN . First, a simulator needs to represent its information need by constructing
a query utterance uq = h(IN). Moreover, when prompted with a clarifying
question utterance scq, the user simulator should be able to provide an answer
ua = θ1(scq|H, IN), where θ1 denotes answer generation model. Similarly, when
given a response sr to its query, it needs to generate feedback u f = θ2(sr |H, IN),
where θ2 is the response generation function.

6.1.3 Research Questions

Our aim is to evaluate whether our proposed simulated user can replace real
users in answering clarifying questions of conversational search systems, which
would make the evaluation of such systems significantly less troublesome. Over-
all, we aim to answer four main research questions:

RQ1: To what extent are the generated answers in line with the underlying in-
formation need?

RQ2: How coherent and natural is the language of the generated answers?

RQ3: To what extent does the retrieval model of the conversational search sys-
tem benefit from the generated answers?

RQ4: How do LLM-based simulators behave in multi-turn interactions?

RQ5: What are the advantages and disadvantages of either simulation method-
ologies?

To address these questions, we first compute several natural language gen-
eration metrics to compare the generated answers to the oracle human answers
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from ClariQ. As several NLG metrics received criticism from the NLP community,
especially since they do not correlate well with the coherence of the text, we per-
form a crowdsourcing study to evaluate the naturalness of generated answers.
In order to evaluate whether the generated answers are in line with the actual
information need, we carry out additional crowdsourcing study, evaluating the
usefulness of answers. Moreover, we analyze the impact of generated answers
to retrieval model performance, by performing a document retrieval before and
after answering the prompted clarifying question.Finally, we perform qualitative
analysis of generated answers.

We compare our GPT-2-based user simulator to two competitive sequence-
to-sequence baselines. The first baseline is a multi-layer bidirectional LSTM
encoder-decoder network for sequence-to-sequence tasks [Sutskever et al., 2014].1

The second baseline is a transformer-based encoder-decoder network, based on
Vaswani et al. [Vaswani et al., 2017]. We perform hyperparameter search to se-
lect the learning rate, number of layers, and hidden dimension of the models.
Both baselines are trained with the same input as our main model.

6.2 Evaluation Methodology

In this section, we describe the evaluation procedure for assessing the perfor-
mance of a user simulator. Through the chapter, we present several methods for
simulating a user, and thus require a method for comparing its performance in
the aforementioned task of generating user-like utterances. Our evaluation relies
on three main distinct approaches:

(i) comparison of generated utterances with the gold standard utterances;

(ii) pairwise comparison of utterances generated by two different simulators
(or a simulator and a human) via crowdsourcing-based annotation proce-
dures;

(iii) comparison of document retrieval performance before and after the simulator-
system interactions.

Next, we outline the specifics of the evaluation approaches. Next section, how-
ever, first describes the data collections used for evaluation, as well as training
of certain models.

1We use the IBM implementation for our experiments: https://github.com/IBM/

pytorch-seq2seq

https://github.com/IBM/pytorch-seq2seq
https://github.com/IBM/pytorch-seq2seq
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Table 6.1. Statistics for Qulac and ClariQ datasets.

Qulac ClariQ

Number of topics 198 237
Number of facets 762 891
Number of questions 2,639 3,304
Number of question-answer pairs 10,277 11,489

6.2.1 Data

We are concerned with mixed-initiative conversational search. Thus, throughout
our research, we rely on conversational datasets containing a degree of mixed-
initiative, mainly in the form of clarifying questions. In this section, we review
two datasets based on clarifications in a single-turn setting, present our extension
of such a dataset to a multi-turn scenario, and describe a conversational passage
retrieval dataset.

Qulac and ClariQ

For the purpose of training and evaluating the user simulator approaches, we use
two publicly available datasets — Qulac [Aliannejadi et al., 2019b] and ClariQ
[Aliannejadi et al., 2020b], The aim of both datasets is to foster research in the
field of asking clarifying questions in open-domain conversational search. Qulac
was created on top of the TREC Web Track 2009-12 collection. The Web Track
collection contains ambiguous and faceted queries, which often require clarifica-
tion when addressed in a conversational setting. Given a topic from the dataset,
clarifying questions were collected via crowdsourcing. Then, given a topic and a
specific facet of the topic, workers were employed to gather answers to these clar-
ifying questions. This results in a tuple of (topic, f acet, clari f y ing_quest ion,
answer). Most of the topics in the dataset are multi-faceted and ambiguous,
meaning that the clarifying questions and answers need to be in line with the
actual facet. ClariQ is an extension of Qulac created for the ConvAI3 challenge
[Aliannejadi et al., 2020b] and contains additional non-ambiguous topics. Rele-
vant statistics of the datasets are presented in Table 6.1.

We utilize these datasets by feeding the corresponding elements as inputs to
the simulated user methods. Specifically, facet from Qulac and ClariQ represents
the description of the underlying information need (IN), as it describes in detail
what the intent behind the issued query is. Moreover, clarifying_question rep-
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resents the prompted clarifying question scq, while answer (ua) is our language
modeling target or the reference text for automated evaluation.

Curated Multi-turn Dataset

A major drawback of Qulac and ClariQ is that they are both built for single-turn
offline evaluation. In reality, a conversational search system is likely to engage
in a multi-turn dialog in order to elucidate user need. To bridge the gap between
single- and multi-turn interactions, we construct multi-turn data that resembles a
more realistic interaction between a user and the system. We use the constructed
dataset both for further fine-tuning of our simulator and their evaluation.

To acquire the multi-turn data, we construct a crowdsourcing-based human-
to-human interaction. At each conversational turn, crowdsourcing worker is
tasked to behave as a search system by asking a clarifying question on the topic
of the conversation. Then, another worker is tasked to provide the answer to that
question having in mind the underlying information need and the conversation
history, imitating the behavior of the real user. We construct in 500 conversations
up to depth of three, i.e., we have three sequential question-answers pairs for a
topic and its facet.

In order to further study the effects certain clarifying questions have on the
whole search experience, we construct several edge cases. In such cases, the
clarifying question prompted by the search system is considered faulty, as it is
either a repetition, off topic, unnecessary, or completely ignores previous user’s
answers. We obtain answers to these questions to provide a more realistic data
for the training of our model, making our simulated user as human-like as possi-
ble. These clarifying questions are intended to simulate a conversational search
system of poor quality and provide insight into user’s responses to such questions.
We employ workers to provide answers to additional 500 clarifying questions of
poor quality, up to the depth of two. The specific edge cases and their descrip-
tions with examples are presented in Table 6.2. We publicly release the acquired
multi-turn datasets.

TREC CAsT

We additionally use the TREC CAsT [Owoicho et al., 2022] benchmark, designed
for the development and evaluation of conversational search systems. CAsT is
composed of a series of fixed conversations, each with a pre-determined trajec-
tory and containing a series of topical user utterances and canonical responses.
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Table 6.2. Multi-turn dataset acquired through crowdsourcing for fine-tuning
a more realistic user simulator. Sample conversations of depth 3 are omitted
for space purposes.

Question case Description Sample conversation N

Normal A good system naturally
continues the conversation.

U: I’m looking for information on dieting
S: Are you looking for dieting tips?
U: Yes and exercise tips as well
S: Do you need anything specific in
relation to counting calories
you consume daily?
U: Yes, I would like to know more
about that topic.

500

Repeat System repeats the
previous question.

U: Find information on raised gardens.
S: Do you need information on
materials needed?
U: No, I want to find plans
S: Do you need information on
materials needed?
U: I want what I previously asked for.

50

Off-topic System asks the user an
off-topic question.

U: I’m looking for an online world atlas.
S: Are you interested in satellite maps?
U: No, I want an online world atlas
S: Which mountain ski resort would you
like information around the pocono area?
U: I am not interested in this topic.

50

Similar System asks a question
similar to the previous one,
ignoring the user’s answer.

U: I’m looking for information about
mayo clinic Jacksonville FL
S: Would you like to request
an appointment?
U: yes
S: Are you looking for the address
of mayo clinic jacksonville fl?
U: I just want to request an appointment.

400
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We focus on the fourth edition, CAsT’22, because it is the only dataset that in-
cludes mixed-initiative interactions.

Since each turn in CAsT does not have an IN description, we augment it by
adding turn-level information need descriptions. Specifically, two expert anno-
tators independently study each CAsT utterance in the conversation context and
describe the full information need in a sentence. We decide on the length of the
information, following the typical topic description in the TREC Web track topic
list [Clarke et al., 2009]. We instruct the annotators to take into account various
sources of information such as the canonical responses and the rewritten queries.
The final goal is to generate a self-contained description for each user utterance
in CAsT. One could argue that the human rewritten utterances would be suffi-
cient for this aim. In our preliminary analysis, we discover that the re-written
utterances miss various contextual information that makes them dependent on
the overall conversation context. It is worth noting that we stress on this fact
during our annotation process and instruct the annotators to take this aspect
into account. We compare the generated information need descriptions by the
two annotators. In case of minor differences, we select either of them. How-
ever, in cases where the difference is major there is discussion until agreement is
reached.

6.2.2 NLG Metrics

We compute several standard metrics for evaluating the generated language. We
use two widely adopted metrics based on n-gram overlap between the generated
and the reference text. These are BLEU [Papineni et al., 2002] and ROUGE [Lin,
2004]. Additionally, we compute METEOR [Banerjee and Lavie, 2005], which
was reported to have higher correlation with human judgments than BLEU and
ROUGE [Banerjee and Lavie, 2005]. METEOR mitigates the shortcomings of
BLEU and ROUGE by not just counting the overlap of n-grams, but also consid-
ering their stems, WordNet synonyms, and paraphrases. Next, we compute the
EmbeddingAverage and SkipThought metrics aiming to capture the semantics of
the generated text, as they are based on the word embeddings of each token in
the generated and the target text. The metric is then defined as a cosine simi-
larity between the means of the word embeddings in the two texts [Kryscinski
et al., 2019].

The aforementioned metrics require a reference utterance, that we compare
the generated one with. In the context of user simulators, we use answers ua

from ClariQ and Qulac as a reference utterance. Thus, when prompted with a
clarifying question, the simulator generates the answer u′a that is then compared
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with the reference one ua. Formally, the comparison results in a value m that is
a function of both utterances: m= υ(ua, u′a), where υ and m are the metric used
and the value of the metric, respectively. For all of the computed metrics, higher
values of m represent higher similarity of the generated answer to the reference
one.

We note that recent studies have revealed several flaws of the standard heuristic-
based NLG metrics [Sai et al., 2022, Liu et al., 2016, Callison-Burch et al., 2006,
Ritter et al., 2010, Mairesse et al., 2010]. The criticism comes from the low
correlation of the automated metrics with human judgments, thus making the
metrics untrustworthy or even misleading. Moreover, Stent et al. [2005] found
that several automatic metrics, including BLEU, correlate negatively with human
judgments on fluency of generated text. Thus, we make use of crowdsourcing
for gathering human judgments, as described in the next section.

6.2.3 Human Evaluation

In this section, we describe our annotation-based procedure for evaluating utter-
ances generated by the user simulators. This procedure is utilized throughout the
chapter, with its basis describe here, and specifics detailed in the corresponding
sections.

Usefulness and Naturalness

In order to simulate a real user, the generated responses need to be fluent and
coherent. Thus, we study the naturalness of the generated answers. We define
naturalness as an utterance being natural, fluent, and likely generated by a hu-
man. Similarly, fluency [Callison-Burch et al., 2006] and humanness [See et al.,
2019] have been used for evaluating generated text.

Moreover, we assess the usefulness of the utterances generated by our simu-
lated user. We define usefulness as an utterance being in line with the underlying
information need and guiding the conversation towards the topic of the infor-
mation need. This definition of usefulness can be related to similar metrics in
previous work, such as adequacy [Stent et al., 2005] and informativeness [Chuk-
lin et al., 2019].
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Crowdsourcing

We perform human evaluation of the generated utterances. Specifically, we
rely on crowdsourcing and use Amazon Mechanical Turk2 for acquiring work-
ers. Moreover, we take several steps to ensure high-quality annotations:

(i) We select workers based in the United States, in order to mitigate potential
language barriers;

(ii) The selected workers have above 95% lifetime approval rate and at least
5 000 approved HITs;

(iii) We reject workers with wrong annotations on manually constructed test
set;

(iv) We provide fair compensation of, on average, $0.25 per HIT, which, with an
average completion time of about 30 seconds, results in more than 300%
of the minimum wage in the United States.

In the case of deviations from the described crowdsourcing practices, we detail
the specifics in the relevant sections explaining the setting of the experiment.

Pairwise Comparison

To assess the relative performance of two simulators, or to compare a simulator
to the human-generated data, we perform the annotation in a pairwise setting.
Specifically, each worker is presented with a number of utterance pairs, where
one of the utterance was generated by the primary method (UA) and the other
utterance was generated by the alternative one (UB). In case of comparison to
the gold standard, one utterance in the pair is generated by our model and the
other is generated by a human, taken from the reference collection. Formally, we
compare two users, UA and UB, where UA represents the primary user simulator
method and UB represents either an alternative simulator method or a real user.

Crowd worker’s task is then to provide judgment on which utterance, one
generated by UA or the one generated by UB, is more natural or useful, depend-
ing on the study. The workers have been provided with the context, i.e., the
initial query, facet description, and clarifying question. Moreover, we shuffle the
positions of the utterances generated by the primary and alternative methods to
mitigate the potential positional bias. We define a win for the primary method if
both annotators voted its generated utterance as more natural/useful, and loss

2https://www.mturk.com

https://www.mturk.com
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for the primary method if both voted the utterance generated by the alternative
method (or the utterance taken from the reference collection) as more natu-
ral/useful. In case the two workers voted differently on a single utterance pair,
we define that as a tie.

6.2.4 Impact of Feedback to Retrieval Performance

As the basis for the offline evaluation of open-domain conversational search sys-
tems, Aliannejadi et al. [2019b] propose the document retrieval task with the
answer to the prompted clarifying question. The initial query is expanded with
the text of the clarifying question and the user’s answer and then fed to a re-
trieval model, such as BM25 or Query Likelihood. The intuition is that if the
clarifying question and the answer were both useful, the retrieval model will
perform better with them in input, alongside the initial query. In fact, they show
significant improvements in retrieval performance with the additional input com-
pared to query-only setting, which is in general a strong motivation for asking
clarifying questions in conversational search. The initial retrieval is performed
on ClueWeb09b collection, while queries are taken from the ClariQ development
set. Each query is associated with the information need (facet) description and
several clarifying questions. We then generate answers to these questions and
perform additional document retrieval with the initial query expanded with gen-
erated answers and corresponding questions.

Formally, we assess retrieval performance at turn t = 1, when only the initial
query u1

q is fed to the retrieval pipeline P. The retrieval yields a ranked list of
responses R1, which is then compared to the query relevance judgments, yield-
ing the metric value m1, at turn t = 1. We rely on standard IR metrics, such as
mean reciprocal rank (MRR), normalized discounted cumulative gain (nDCG),
etc., to compute mi. Next, the (simulated) user, when prompted with the system
utterance s2

cq or s2
r , generates the answer u3

a or provides explicit feedback u3
f . As

denoted in Sect. 6.1.2, the system then utilizes this feedback and provides an-
other ranked list of responses R3, which we compare to the relevance judgments
and compute m3. Finally, we compare m3 and m1. If m3 > m1, we conclude that
the feedback of the user simulator improved the retrieval performance and can
be considered helpful and useful. We note that the improvement can become
due to a useful system utterance as well, such as a useful clarifying question.

We perform this evaluation both in single- and multi-turn settings. In multi-
turn setting, the performance is finally evaluated after an arbitrary number of
conversational turns. With this study, we aim to answer research question RQ3,
i.e., how beneficial are the generated answers to the retrieval model of a conver-
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sational search system. Our hypothesis is that the retrieval performance should
increase when the initial query is expanded with the generated feedback, includ-
ing answers and explicit feedback.

6.2.5 Explicit Feedback

Explicit feedback u f , generated in response to the systems’ responses, needs to
be reliable and accurate. To this end, at each turn ut

q, the system returns response
st+1

r and the simulator generates feedback ut+2
f . At this point, the utterance ut+2

f is
externally annotated as positive or negative feedback. Our aim is to measure cor-
relation of retrieval performance at turn ut

q and type of feedback ut+2
f (positive or

negative). Finally, we assess potential differences, as measured by retrieval met-
rics, between turns that received positive vs negative feedback. Positive feedback
should be generated in cases where performance is high, while negative feedback
should be given when performance is low.

6.3 Answering Clarifying Questions via User Simulation

In this section, we propose a conversational User Simulator, dubbed USi – a
model capable of multi-turn interactions with a general mixed-initiative con-
versational search system, published in Sekulić et al. [2022]. Given an initial
information need, USi interacts with the conversational system by accurately an-
swering clarifying questions prompted by the system. The answers are in line
with the underlying information need and help elucidate the given intent. More-
over, USi generate answers in fluent and coherent natural language, making its
responses comparable to real users. Previous work on the topic remained lim-
ited to retrieving answers from a pre-defined pool of human-generated answers
to clarifying questions, e.g., CoSearcher [Salle et al., 2021], or providing feed-
back with template-based answers in recommender systems [Zhang and Balog,
2020].

We base our proposed user simulator on a large-scale transformer-based lan-
guage model, namely GPT-2 [Radford et al., 2019], ensuring the near-human
quality of generated text. Moreover, USi generates answers to clarifying ques-
tions in line with the initial information need, simulating the behavior of a real
user. We ensure that through a specific training procedure, resulting in a seman-
tically controlled language model. We evaluate the feasibility of our approach
with an exhaustive set of experiments, including automated metrics as well as
human judgments.
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Following the definitions from Sect. 6.1.2, our simulated user U is initialized
with a given information need IN . Simulated user U formulates its need in a
form of the initial query uq, which is then given to the mixed-initiative conver-
sational system S. The aim of the system S is to elucidate the information need
IN through a series of clarifying questions cq. We do not go into details of the
implementation of such a system, but different approaches have been proposed
in recent literature [Aliannejadi et al., 2019b, Hashemi et al., 2020]. Next, the
simulated user U needs to provide an answer ua to the system’s question. The
answer ua needs to be in line with user’s information need IN .

In the next section, we motivate and describe in detail our proposed User
Simulator, USi. We make USi semantically-controlled through specific language
modeling training. We base our simulated user on a large-scale transformer-
based model, namely GPT-2 [Radford et al., 2019].

6.3.1 Semantically-Controlled Text Generation

We define the task of generating answers to clarifying questions as a sequence
generation task. Thus, we employ language modeling as our main tool for gen-
erating sequences. The goal of a language model (LM) is to learn the probability
distribution pθ (x) of a sequence of length n: x = [x1, x2, . . . , xn], where θ are the
parameters of the LM. Current state-of-the-art language models, such as GPT-2,
learn the distribution in an auto-regressive manner, i.e., formulating the task as
next-word prediction task:

pθ (x ) =
n
∏

i=1

pθ (x i|x<i) (6.1)

However, recent research showed that large-scale transformer-based language
models, although generating text of near-human quality, are prone to “halluci-
nation” [Dziri et al., 2021] and in general lack semantic guidance [Rosset et al.,
2020]. Thus, with a specific fine-tuning technique and careful input arrange-
ment, we fine-tune semantically-conditioned LM. As mentioned, answer gener-
ation needs to be conditioned on the underlying information need. To this aim,
we model θ from ua = θ (scq|H, IN), defined in Sect. 6.1.2, by learning the prob-
ability distribution of generating an answer ua:

pθ (ua|IN , uq, scq) =
n
∏

i=1

pθ (u
i
a|u

<i
a , IN , uq, scq) (6.2)

where ui
a is the current token of the answer, u<i

a are all the previous ones, while
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IN , uq, and scq correspond to the information need, the initial query, and the
current clarifying question.

6.3.2 GPT2-Based Simulated User

GPT-2 is a large-scale transformer-based language model trained on a dataset of
8 million web pages, capable of synthesizing text of near human quality [Radford
et al., 2019]. Moreover, as it is trained on an extremely diverse dataset, it can
generate text on various topics, which can be primed with an input sequence.
GPT-2 has previously been used for various text generation tasks, including di-
alogue systems and chatbots [Budzianowski and Vulic, 2019]. Therefore, it is a
suitable choice for our task of simulating users through generating answers to
clarifying question in a conversational search system.

We base our proposed user simulator USi on the GPT-2 model with language
modeling and classification losses, i.e., DoubleHead GPT-2. In this variant, the
model not only learns to generate the appropriate sequence through the language
modeling loss, but also how to distinguish a correct answer to the distractor one.
This has been shown to improve the sequence generation [Radford et al., 2019]
and has showed superior performance over only-language loss GPT-2 in the initial
stage of experiments. The two losses are linearly combined.

Single-turn Responses

We formulate the input to the GPT-2 model, based on Equation 6.2, as:

input_seq = IN[SEP]uq[SEP]scq[bos]ua[eos] (6.3)

where [bos], [eos], and [SEP] are special tokens indicating the beginning of
sequence, the end of sequence, and a separation token, respectively. Informa-
tion need IN , initial query uq, clarifying question scq, and a target answer ua are
tokenized prior to constructing the full input sequence to the model. Addition-
ally, we construct segment embeddings, which indicate different segments of the
input sequence, namely IN , uq, scq, and ua.

When training the DoubleHead variation of the model, we formulate the first
part of the input as described above. Additionally, we sample the ClariQ dataset
for distractor answers and process them in the same manner as the original an-
swer, based on Equation 6.3. Therefore, the DoubleHead GPT-2 variant accepts
as input two sequences, one with the original target answer in the end, and the
other with the distractor answer. It then needs to not only learn to model the
target answer, but also to distinguish between original and distractor answers
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and provide a binary label indicating which of the two answers is the desirable
one. We sample the distractor answers from the aforementioned datasets. When
possible, we ensure that if the target answer starts with “Yes”, the distractor an-
swers starts with “No”, in order to enforce the connection between the answer,
the clarifying question, and the information need. Likewise, if the answer starts
with “No”, we sample a distractor answer that starts with “Yes”. Note that USi
does not generate answers that begin strictly with a “yes” or a “no”.

Conversation History-aware Model

The conversation history-aware model calls for a different formulation of the in-
put and the training. Specifically, the input to history-aware GPT-2 is constructed
as:

input_seq = IN[user]uq[s ystem]s<t
cq [user]u<t

a [s ystem]st
cq[bos]ut

a[eos] (6.4)

where [user] and [s ystem] are additional special tokens indicating the conver-
sational turns up to the current turn t between the (simulated) user and the
conversational system, respectively.

Inference

During inference, we omit the answer ua from the input sequence, as our goal is
to generate this answer to a previously unseen question. In order to generate an-
swers, we use a combination of state-of-the-art sampling techniques to generate
a textual sequence from the trained model. Namely, we utilize temperature-
controlled stochastic sampling with top-k [Fan et al., 2018] and top-p (nucleus)
filtering [Holtzman et al., 2020]. After some initial experiments and consultation
with previous work, we fix the parameters of the temperature to 0.7, k to 0, and
p to 0.9.

6.3.3 Evaluation Details

We evaluate the feasibility of our approach based on the evaluation procedures
outlined in Sect. 6.2. Below, we detail the specifics of these evaluation ap-
proaches.

Automated NLG Metrics

We first study the language generation ability of USi and compare it to several
baselines. To this end, we perform an automated evaluation of generated utter-
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ances through NLG metrics, as described in Sect. 6.2.2. Specifically, the models
are trained on ClariQ training set and evaluated on unseen ClariQ development
set. We evaluate on ClariQ’s development set since the test set does not con-
tain question-answer pairs. We take a small portion of the training set for our
actual development set. The answers generated by USi and the baselines are
compared against oracle answers from ClariQ, generated by humans. Results of
the automated evaluation are presented in Sect. 6.5.1.

Response Naturalness and Usefulness

We perform a crowdsourcing study to assess the naturalness and usefulness of
generated answers to clarifying questions, as described in Sect. 6.2.3. We require
the workers to be based in US and have at least 95% task approval rate. We
annotate 230 answer pairs for naturalness and 230 answer pairs for usefulness,
each judged by two crowdsource workers. With this study, we aim to shed light
onto research questions RQ1 and RQ2, i.e., whether the generated answers are
indeed natural and in line with the underlying information need, compared to
human-generated answers. Additionally, we compare Transformer-seq2seq to
USi. The results of the study are discussed in Sect. 6.5.1.

6.4 Beyond Clarifying Questions – Providing Feedback

In this section, we address the two main limitations of USi, described in the
previous section. To this end, we propose a user simulator approach capable of
multi-turn interactions extending beyond answering clarifying questions. Parts
of this section were published in Owoicho et al. [2023].

Users can provide explicit feedback on the quality of system’s responses, as
well as answer potential questions prompted by the system. Such feedback is
beneficial to mixed-initiative conversational search systems and can provide valu-
able information on user’s needs. Moreover, feedback can have a great effect on
how conversation is shaped by, e.g., giving the system the chance to recover from
an initial failed attempt [Zou et al., 2023]. Despite its significance, lack of re-
search in this area can be attributed to the difficulty of collecting appropriate
data containing user feedback, as mentioned in Sect. 6.1.

To address the vicious circle composed of the lack of research on feedback
utilization and the lack of appropriate data, we develop a comprehensive exper-
imental framework based on simulated user–system interactions, as shown in
Figure 6.1. The framework allows us to evaluate multiple state-of-the-art mixed-
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Figure 6.1. Experimental framework with an example interaction between a
user simulator (left) and a mixed-initiative conversational search system (right).
Functionalities and modules of both are highlighted.

initiative conversational search systems, addressing several challenges, including
contextual query resolution, asking clarifying questions, and incorporating user
feedback.

Existing work [Aliannejadi et al., 2021a] aims to study the effect of differ-
ent mixed-initiative strategies on retrieval, however, their findings are limited to
a single data collection, and lexical-based retrieval techniques. More recently,
work on user simulators for conversational systems aims to address these limita-
tions, however, it remains limited to pre-defined or templated interactions [Zhang
and Balog, 2020, Salle et al., 2021] or focus only on one aspect of the search sys-
tem, e.g., answering clarifying questions [Sekulić et al., 2022]. To address these
limitations, we propose a user simulator called ConvSim, capable of multi-turn
interactions with mixed-initiative conversational search systems. Given a textual
description of the information need, ConvSim answers prompted clarifying ques-
tions and provides both positive and negative feedback, as necessary. Recent ad-
vancements in LLMs, e.g., GPT-3 [Brown et al., 2020], PALM [Chowdhery et al.,
2023], open the possibilities of addressing such nuanced tasks. Thus, we base
core functionalities of the proposed simulator on LLMs. Finally, the ConvSim ad-
dresses the limitation of pre-built corpora, as the simulator’s behavior adapts to
the system’s response.

Our experimental evaluation shows that ConvSim can reliably be used for in-
teracting with mixed-initiative conversational systems. Specifically, we demon-
strate that responses generated by the simulator are natural, in line with de-
fined information needs, and, unlike previous work [Sekulić et al., 2022], coher-
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ent across multiple conversational turns. The proposed simulator interacts with
conversational search systems entirely in natural language, without the need to
access the system’s source code or inner mechanisms. Furthermore, the exper-
imental framework, centered around ConvSim, allows for seamless curation of
synthetic data on top of existing static IR benchmarks, as the simulator–system
interactions can extend over multiple conversational turns.

6.4.1 In-Context Learning Approach

We propose ConvSim, a Conversational search Simulator, capable of multi-turn
interactions with the search system in a conversational manner. We design Con-
vSim to satisfy the requirements defined in Sect. 6.1.2. As such, the simulator
needs to encapsulate different behaviors across utterances of various discourse
types, including querying uq, as well as providing feedback ua and u f .

We conduct our simulator experiments within the framework of a conversa-
tional pipeline that encapsulates the commonly used components in a mixed-
initiative conversational search pipeline: query rewriting, passage retrieval, pas-
sage re- ranking, clarifying question selection and generation, and response gen-
eration. The framework is depicted in Figure 6.1. It enables seamless multi-turn
exchange of user simulator utterances u and system’s utterances s.The framework
includes a suggested logical exchange of the utterances, i.e., when the system
produces a response sr , the simulator is tasked to provide feedback u f . Likewise,
when posed with a clarifying question scq the simulator needs to provide an an-
swer ua. Such interactions continues as long as simulator patience p > 0 and
IN is not satisfied. Moreover, we design this framework to be flexible, allowing
us to easily configure and (re)arrange the steps per our experimental needs. At
the heart of this framework is a conversational turn representation that holds all
relevant properties about a turn, such as a user query, system response, conver-
sational context, and retrieved documents. This representation flows through
every step in the conversational pipeline, each of which modifies the represen-
tation in a way that is useful for downstream retrieval and evaluation. We refer
the reader to our codebase for the implementation details of this experimental
framework.

Specifically, we initialize ConvSim with an information need description INt ,
specific to each turn. This ensures the responses generated by ConvSim are con-
sistent with the user information need and guide the conversation towards the
relevant information. Asking too many clarifying questions or providing unsat-
isfactory responses might impair user’s satisfaction with the search system [Zou
et al., 2023]. Thus, a simulator should encapsulate similar behaviors. Following
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Salle et al. [2021], we introduce the notion of patience p ∈ Z0+ — a parameter
that indicates how many turns of feedback a simulated user willing to provide.
Simulator decreases its patience p after each turn in which it has to provide feed-
back, terminating the conversation once p = 0. A conversation is stopped by the
simulator either when IN is satisfied or when patience runs out.

We model feedback generation functions θ1 and θ2 detailed in Sect. 6.1.2 us-
ing LLMs. Given the focus of our experiments, we implement each of the simula-
tor’s possible actions (clarifying question answering for θ1, feedback generation
for θ2) as steps in the conversational pipeline framework described below.

An example of a prompt is presented below:

Generate a response to the system ques t ion based on the conver sa t ion
and informat ion needs :

Examples :
−−−−−−−−−−
In format ion need : Hi s to ry and evo lu t ion of bees .
User : T e l l me something i n t e r e s t i n g about bees .
System : There are l o t s of e x c i t i n g th ings to say about bees . Would
you l i k e to know i t s evo lut ion , c h a r a c t e r i s t i c s , or s o c i a l i t y ?
User : No , t e l l me something i n t e r e s t i n g about the h i s t o r y of bees .
−−−−−−−−−−

6.4.2 Implementation Details

In Owoicho et al. [2023], we build ConvSim on top of OpenAI’s Text-Davinci-003 [Brown
et al., 2020] model using few-shot prompting. We stress the fact that other
LLMs with similar capabilities can be used as well. We use OpenAI’s comple-
tions API endpoint with the following parameter settings based on the author’s
guidelines [Brown et al., 2020] and initial empirical exploration:

• max_tokens: 50. This parameter limits the generated response to 50 tokens.
This prevents the model from generating overly long responses but is also
sufficient enough for the model to generate clarifying questions in addition to
negative feedback or to expand a bit on its answers to clarifying questions.

• temperature: 0.5. Temperature scales the logits of the probability distribution
used for sampling of the next token. This value is a halfway point between a
very conservative, i.e., deterministic, and risky model, i.e., non-deterministic
with randomness. While we want creative outputs, we also want the responses
to be on topic.
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• frequency_penalty: 0.2. This value is added to log-probability of a token
each time it is generated. It discourages the model from generating previously
generated tokens (i.e., repeating itself).

• presence_penalty: 0.5. This encourages the model to introduce new tokens
by subtracting from the log-probability of a token each time it is generated. In
the same way as the temperature parameter, this enables fairly novel responses
that are always on topic.

For a given turn t, we prompt the model with a task description (i.e., whether
to generate an answer to a clarifying question or feedback to system’s response),
a description of the information need INt , sample transcripts between a user
and a system with the desired behavior, and a transcript of the conversational
history H between the user and system up to turn t. The exact prompts used
can be found in our codebase. We do not explicitly implement the information
seeking model uq = h(IN). Instead, we take the initial query ut

q directly from the
dataset to ensure fair comparisons between non-feedback and feedback utilizing
methods described above.

6.4.3 Mixed-Initiative Systems

Compared Methods

We focus our investigations on the effects and ways of using simulated user feed-
back and answers to clarifying questions for downstream retrieval. In order to
analyze the effects of feedback processing modules, we compare their perfor-
mances against the following non-feedback baselines which do not use any ini-
tiative or simulation:

Organizer-auto is a competitive baseline used in the TREC CAsT shared task
over the past two years. First, it reformulates the user query with a generative
T5 query rewriter fine-tuned on the CANARD dataset 3. As context, the rewriter
takes in all previous turn queries and system responses as input: ut ′

q = γ3(ut
q|H).

No special considerations are made for cases where the input token length ex-
ceeds the model’s limit (i.e., 512 tokens). Next, it uses Pyeserini’s 4 BM25 im-
plementation (k1=4.46, b=0.82) to retrieve the top 1 000 documents from the
collection and re-ranks it’s constituent passages with a point-wise T5 passage
ranker (MonoT5) [Nogueira et al., 2020] trained on MSMARCO [Bajaj et al.,

3https://www.huggingface.co/castorini/t5-base-canard
4https://www.github.com/castorini/pyserini
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2016]. Finally, a BART model 5 summarizes the top 3 passages to output a system
response. We run organizer-manual on the CAsT benchmark using the manually
reformulated queries at each turn for every conversation in the dataset. As these
manual rewrites are context-free, this baseline represents an upper bound for re-
trieval performance without initiative or simulated responses using CAsT’s bag-
of-words retrieval and neural ranking methods. We refer the reader to CAsT’21
and CAsT’22 overview papers for more on the implementation details of these
baselines.

For incorporating user feedback, we compare against additional baselines
built on top of the organizer-auto baseline. Formally, we model the follow-
ing method with the function ut ′ = γ(ut |H), described in Sect. 6.1.2, aimed at
updating the system’s understanding of the user’s information need. However,
as parts of the study go beyond the contributions of this dissertation, we point
an interested reader to Owoicho et al. [2023] for more details.

Pipeline Components

We implement query rewriting and passage ranking methods to utilize feedback
by adapting state-of-the-art systems as follows:

Passage Ranking. We modify the query input of the MonoT5 re-ranker by adding
feedback text to it, while keeping the passage input as is. Specifically, we format
the input to MonoT5 as follows:

Query [u_q] [u_f] Passage [r_i] Relevant:

where uq, u f , and ri refer to the query, feedback, and passage texts, respectively.
Based on empirical investigations, we find this to be more effective in a zero-shot
setting than changing the input template to accommodate feedback or using the
feedback text in place of the query. We use an automatically rewritten query
ut ′

q as input, as opposed to the raw, unresolved query. Further, input lengths
are restricted to 512 tokens. We refer to our variant of MonoT5-based model as
FeedbackMonoT5.

Query Rewriting. We use the baseline T5 query rewriter (T5-CQR) to reformu-
late the feedback utterance based on conversation context (including the user‘s
raw query). We observe that this makes the rewriter prone to ‘over-rewriting’, es-
pecially in the case of positive feedback. For example, ‘Thanks!’ may be rewritten

5https://www.huggingface.co/facebook/bart-large-cnn
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to ‘What types of essential oils should I consider for a scented lotion?’, essentially
repeating the user‘s query, even after a positive feedback from the user. Given
the lack of discourse-aware query rewriters, we examine the effects of mitigating
this by also implementing an improved version of the rewriter that only refor-
mulates negative feedback (Discourse-CQR). In both cases, as with the baseline
system, the input text is automatically truncated where it exceeds the model’s
limit of 512 tokens.

Additionally, we process the answers to clarifying questions following Alian-
nejadi et al. [2019b]. Specifically, we append the answer and the asked clarifying
question to the initial query: ut ′

q = ut
q + st

cq + ut
a. The reformulated utterance is

then ut ′
q fed through our baseline pipeline organizer-auto, without the first step

of query rewriting.

Asking Clarifying Questions

We implement several established approaches to asking clarifying questions. While
we acknowledge that not all utterances require clarification, as indicated by the
clari f icat ion_need variable described in Sect. 6.1.2, we do not explicitly model
it. The clarifying question is thus either not asked at all (clari f icat ion_need =
0) or asked at each turn (clari f icat ion_need = 1), depending on the experi-
ment. We focus on both question selection and question generation, implement-
ing the following baselines.

Question Selection. As detailed in Sect. 6.1.2, the aim of this group of models is
to select an appropriate clarifying question utterance st

cq, given the user’s current
utterance ut

q. Therefore, we opt for two ranking-based methods. First, a BM25-
based method, termed SelectCQ-BM25, which indexes the clarifying question
pool CQ and performs retrieval with reformulated user utterance ut ′

q , specifically:

st
cq = ar g max i(BM25(cqi|ut ′

q )), cqi ∈ CQ. A similar approach has been taken in
previous works [Aliannejadi et al., 2019b, 2020b]. Second, a semantic matching-
based method, termed SelectCQ-MPNet, utilizing MPNet [Song et al., 2020] to
predict a score for each question cqi from the pool: st

cq = argmaxi(M PNet(cqi|ut ′
q )), cqi ∈

CQ. A similar approach has been adapted for CAsT’22 [Lajewska et al., 2022]. In
both cases, the clarifying question with the highest score is selected, as indicated
by the ar g max function.

Question Generation. We implement entity- and template-based clarifying ques-
tion generation method, dubbed GenerateCQ-Entity. Template-based question
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generation has been widely utilized in the research community due to its sim-
plicity and effectiveness [Zamani et al., 2020a, Zhang and Balog, 2020, Sekulić
et al., 2021]. With entities being central to the topic of a document, we opt to
utilize SWAT [Ponza et al., 2019] to extract salient entities to generate clarifying
questions. Specifically, we extract entities above a certain threshold (ρ > 0.35,
as recommended by the authors) from the top n results in the ranked list. We
then sort the entities by their saliency score in descending order, resulting in a list
of entities E = [e1, e2, . . . , eM]. Finally, the question is constructed by inserting
up to m entities (m is set to 3) to the question template “Are you interested in e1,
e2, or e3?” Note that we alter the template according to the number of entities,
in case E contains less than 3 entities.

6.4.4 Evaluation Details

We stress the fact that research questions around feedback utilization in conver-
sational search can hardly be answered by existing or pre-built collections. On
the other hand, while the questions around leveraging user feedback could be an-
swered through comprehensive user studies, such studies are time-consuming,
expensive, and largely limited in the number of experiments we would be able
to conduct. Therefore, we not only evaluate our user simulator, but also show
the benefit of feedback in multi-turn conversational search.

Mixed-Initiative Search Systems

We use the official measures and methodology from the CAsT benchmark for
comparison. We report macro-averaged retrieval effectiveness of all systems at
the turn level. We report NDCG@3 to focus on precision at the top ranks as well
as standard IR evaluation measures (MAP, MRR, NDCG) to a depth of 1000 and
at a relevance threshold of 2 for binary measures. Statistical significance is re-
ported under the two-tailed t-test with the null hypothesis of equal performance.
We reject the null hypothesis in favor of the alternative with p-value < 0.05.
We design the experimental framework with the goal of assessing the impact
of various conversational search system components on retrieval performance.
Specifically, we evaluate the base pipeline, described in Section 6.4.1 for passage
retrieval with and without conversational search system components.
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Naturalness and Usefulness of Generated Answers

We evaluate ConvSim in terms of naturalness and usefulness, as described in
Sect. 6.2.3. To this end, we compare our method to the current state-of-the-
art simulator for answering clarifying questions, USi [Sekulić et al., 2022], as
well as human-generated responses. Following [Sekulić et al., 2022], we con-
duct a crowdsourcing-based evaluation on the ClariQ dataset [Aliannejadi et al.,
2020b]. Specifically, two crowd workers annotate a pair of answers, where one
is generated by ConvSim, and the other by USi or humans. We instruct them to
evaluate the answers in terms naturalness and usefulness. In this pairwise setting,
we count a win for a method if both crowd workers vote that the method’s an-
swer is more natural (or useful), while if the two crowd workers do not agree, we
count it a tie. For multi-turn evaluation, we utilize a multi-turn extension of the
ClariQ dataset [Sekulić et al., 2022] with human-generated multi-turn conversa-
tions. We follow Li et al. [2019] and present full conversations for comparisons.
We report statistical significance under the trinomial test [Bian et al., 2011], an
alternative to the binomial and Sign tests that takes into account ties. The null hy-
pothesis of equal performance is rejected in favor of the alternative with p-value
< 0.05. We present the results for both single- and multi-turn assessments.

As described in Sect. 6.2.3, we use the MTurk platform for our crowdsourcing-
based experiments and take the described steps for ensuring the quality of anno-
tations.

Explicit Feedback

We evaluate the feedback generation capabilities of ConvSim as described in Sec-
tion 6.2.5. To this end, we generate responses for each turn in the CAsT’22
dataset with the Organizer-auto method, described in Section 6.4.3. Next, we
utilize ConvSim to give feedback to the generated responses and manually anno-
tate whether the generated feedback is positive or negative. We consider feed-
back positive if it is along the lines of “Thank you, that was helpful.” and negative
if similar to “That’s not what I asked for.” We consider it as negative feedback if it
includes a more detailed sub-question aimed at eliciting the missing component
(e.g., “Thanks, but what is its impact on climate change in developing countries?”,
since the information need is not entirely satisfied. We compare the system’s
responses to the canonical responses present in CAsT to assess whether the in-
formation need is satisfied or not.
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Table 6.3. Performance of different answer generation methods, measured by
automated NLG metrics on the ClariQ development set.

model BLEU-1 BLEU-2 BLEU-3 ROUGE_L SkipThoughtCS EmbeddingAvgCS

LSTM-seq2seq 0.1989 0.1401 0.0988 0.2210 0.3158 0.7012
Transformer-seq2seq 0.2041 0.1352 0.0936 0.2067 0.3666 0.7077
USi [Sekulić et al., 2022] 0.3029 0.2404 0.2054 0.2359 0.4025 0.7322
ConvSim [Owoicho et al., 2023] 0.1949 0.1394 0.1014 0.1898 0.3911 0.6766

6.5 Results and Analysis

Answering CQs, providing feedback, qualitative analysis
In this section, following evaluation methodology presented in Sect. 6.2,

we evaluate our two proposed user simulators: USi [Sekulić et al., 2022] and
ConvSim [Owoicho et al., 2023]. First, we present the results of their perfor-
mance for the task of answering clarifying questions through automated natural
language generation metrics and human annotation of answer usefulness and
naturalness. Next, we present and discuss ConvSim’s performance in the task
of providing explicit feedback. Moreover, we evaluate the simulators’ impact on
passage retrieval performance, with a focus on the impact of multi-turn interac-
tions, showcasing the benefit of feedback in conversational search.

6.5.1 Answering Clarifying Questions

Automated NLG metrics

Performance of the baseline models and our simulated user models, as evalu-
ated by automated NLG metrics described in Section 6.3.3, is presented in Ta-
ble 6.3. USi significantly outperforms all baselines by all computed metrics on
the ClariQ data. Even though LSTM-seq2seq showed strong performance in var-
ious sequence-to-sequence tasks, such as translation [Sutskever et al., 2014] and
dialogue generation [Shao et al., 2017], it performs relatively poorly on our task.
A similar outcome is observed for Transformer-seq2seq. We hypothesize that the
poor performance in this task is due to limited training data, as the success of
these seq2seq models on various tasks was conditioned on large training sets.
Our GPT2-based model does not suffer from the same problem, as it has been
pre-trained on a large body of text, making the fine-tuning enough to capture
the essence of the task, which is generating answers to clarifying questions.

An interesting observation is the fact that GPT3-based model, ConvSim [Owoi-
cho et al., 2023] performs worse than the GPT2-based USi. We attribute this
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Table 6.4. Results on naturalness and usefulness of responses, USi [Sekulić
et al., 2022] vs Transformer-seq2seq baseline [Sekulić et al., 2022] vs human-
generated answers [Aliannejadi et al., 2020b]. The † sign indicates statistically
significant difference under the trinomial test with p-value < 0.05.

USi Baseline Ties USi Human Ties

Naturalness 50%† 3% 47% 17% 38% 45%
Usefulness 66%† 3% 31% 22% 27% 51%

result to the aforementioned issues with unreliableness of the automated NLG
metrics. As such, they capture solely exact matching of the wordings of the gen-
erated answer and the gold answers, largely failing to adjust to differences in vo-
cabularies between the two answers, although they might be conveying the same
message. Thus, in the next section, we report a more reliable crowdsourcing-
based annotations of the generated answers.

Naturalness and Usefulness

USi Evaluation

Table 6.4 presents the results of the crowdsourcing study on usefulness and natu-
ralness, comparing answers generated by USi and human, as described in Section
6.3.3. Both in terms of naturalness and usefulness, we observe a large number of
ties, i.e., the two workers annotating the answer pair did not agree on which one
is more natural/beneficial. Since we are comparing answers generated by our
GPT2-based simulated user with the answers written entirely by humans, this
result favors our proposed model. Moreover, the difference between losses and
wins for our model is relatively tiny (38% losses, 17% wins) for naturalness and
even smaller in terms of usefulness (32% losses, 23% wins). We conduct a trino-
mial test for statistical significance [Bian et al., 2011], an alternative to the Sign
and binomial tests that consider ties.6 Regarding naturalness, we reject the null
hypothesis of equal performance with p < 0.05, i.e., human-generated answers
are more natural than those generated by USi. Nonetheless, 45% of ties between
USi- and human-generated answers suggests the high quality of the generated
text. Regarding usefulness, we accept the null hypothesis of equal performance
with p = 0.43, i.e., there is no statistically significant difference between the

6Another point-of-view would be to test for equivalent effectiveness Jayasinghe et al. [2015].
However, we refrain from it since it does not consider ties.
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performance of human annotators and USi.

Table 6.4 presents the comparison results between the Transformer-seq2seq
and USi. We observe a win of the proposed USi over the baseline by a large mar-
gin. Our GPT-2-based model significantly outperforms the baseline (p < 0.05)
both in terms of naturalness (50% wins and 3% losses) and usefulness (66% wins
and 3% losses). This finding is in line with the automated evaluation of gener-
ated answers.

Regarding the research questions RQ1 and RQ2, i.e., whether the responses
generated by our model align with the underlying information need and, at the
same time, coherent and fluent, we arrive at the satisfactory performance of the
simulated user. The generated answers to clarifying questions seem to be able to
compete with the solutions produced by humans both in terms of naturalness and
usefulness. Moreover, the strong performance of USi over Transformer-seq2seq
additionally motivates the use of large-scale pre-trained language models, such
as GPT-2, for the task. These results make a strong case for using a user simulator
for mixed-initiative conversational search system evaluation.

ConvSim Evaluation

Table 6.5 presents the results in comparison to USi [Sekulić et al., 2022] and
human-generated answers to clarifying questions in single- and multi-turn sce-
narios. We make several observations from the results. First, ConvSim signif-
icantly outperforms USi both in terms of naturalness and usefulness in both
single- and multi-turn settings. Second, the difference between the performance
of ConvSim and USi is especially evident in the multi-turn setting, which is one
of USi’s potential limitations indicated by the authors [Sekulić et al., 2022]. The
difference is even greater in multi-turn usefulness assessments, which can be at-
tributed to USi’s hallucinations, and thus not staying on topic. Finally, ConvSim in
most cases does not significantly outperform human-generated answers, except
in single-turn usefulness. Although further analysis is required, we suspect the
difference to have come from ConvSim’s precision in answering clarifying ques-
tions, while crowd workers sometimes answer them reluctantly and concisely,
with no notion of grammar and punctuality (e.g., “no”). The results indicate that
ConvSim can be used to answer clarifying questions both in single- and multi-turn
settings, outperforming state-of-the-art methods both in terms of naturalness and
usefulness.
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Table 6.5. Results of crowdsourcing study assessing naturalness and usefulness
of generated answers to clarifying questions in single- and multi-turn scenarios.
We compare answers generated by ConvSim [Owoicho et al., 2023], USi [Sekulić
et al., 2022], and human-generated answers [Aliannejadi et al., 2020b]. Each
value indicates the percentage of pairwise comparisons won by the specific
model as well as ties. Sign † indicates a significant difference.

ConvSim USi [Sekulić et al., 2022] Ties ConvSim Human Ties

Si
ng

le Naturalness 37%† 22% 41% 36% 25% 39%
Usefulness 44%† 19% 37% 36%† 20% 44%

M
ul

ti Naturalness 45%† 18% 37% 25% 28% 47%
Usefulness 62%† 12% 26% 26% 16% 58%

Table 6.6. Document retrieval performance based on the answers provided by
our simulated user. Percentages in parentheses report relative increase or de-
crease in performance over Oracle. Symbols † and ‡ indicate statistically signif-
icant difference compared to the query-only baseline and the human-generated
answers, respectively. The significance is reported under two-sided t-test with
p < 0.01.

nDCG@1 nDCG@5 nDCG@20 P@1 MRR@100

Query-only 0.1304 (-3%) 0.1043 (-21%) 0.0852 (-26%) 0.1764 (-4%) 0.2402 (-12%)
LSTM-seq2seq 0.1018‡ (-24%) 0.0899‡ (-31%) 0.0745‡ (-35%) 0.1409‡ (-23%) 0.2131‡ (-22%)
Transformer-seq2seq 0.1124 (-16%) 0.1040‡ (-21%) 0.0847‡ (-26%) 0.1559‡ (-15%) 0.2309‡ (-15%)
USi 0.1355 (+1%) 0.1289† (-2%) 0.1133† (-2%) 0.1862 (+1%) 0.2730† (+0%)
Human (Oracle) 0.1343 0.1312† 0.1154† 0.1839 0.2725†

Document retrieval performance

The comparison of our simulated user and the baselines on the document re-
trieval performance, before and after answering a clarifying question, is pre-
sented in Table 6.6. The first row of the table shows the performance of the
BM25 with only the initial query as input. The following rows report the perfor-
mance of BM25 with input composed of the initial query, clarifying question, and
answers generated by each of the models. Answers in the last row of the table
are generated by humans and taken directly from ClariQ.

We observe that neither of the baseline models improves over the query-only
baseline, i.e., we can not reject the null hypothesis of equal performance for
neither of the metrics. This suggest that LSTM-seq2seq and Transformer-seq2seq
do not yield useful and relevant answers to posed clarifying questions. In most
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of the cases, the answers generated by the baselines even have a negative effect
on the document retrieval performance, suggesting that the answers confuse the
retrieval model.

On the other hand, we observe clear and significant performance increase
of our simulated user over both the query-only and seq2seq baselines. The per-
formance is significant by all of the metrics, except nDCG@1 and precision@1.
Similarly, oracle answers significantly outperform both baselines. This confirms
the finding previous research, suggesting the document retrieval performance in-
creases with answers to clarifying questions as input [Aliannejadi et al., 2019b].

Interestingly, human-generated answers do not perform better than the an-
swers generated by our model. This finding provides an answer to the research
question RQ3, i.e, can the retrieval model benefit from the answers generated by
USi. The equal performance of the generated and human answers on this task
is in line with previously described analyzes on the usefulness of the generated
responses. Together, the studies strongly support the possibility of substituting a
real user with the user simulator for answering clarifying questions in conversa-
tional search.

The results presented in this section do not include ConvSim’s performance,
as ConvSim was built on top of TREC CAsT’22 and utilized both for its answers
to clarifying questions and its explicit feedback. Therefore, the impact of the
utterances generated by ConvSim on retrieval performance is presented in the
next section.

6.5.2 Exploiting Simulated Feedback

In this section, we present the results of conversational search systems with vary-
ing core components on the passage retrieval task. Specifically, we modify differ-
ent components of the system, including explicit relevance feedback processing,
ranking, and generating clarifying questions. Moreover, we assess the impact of
multi-turn simulator–system interactions on performance. Generally, the results
demonstrate improvements of feedback-aware methods over the baselines.

In this section, we briefly present the main findings of the study. However,
parts of the results extend beyond the individual contributions of this disserta-
tion. Thus,we encourage an interested reader to Owoicho et al. [2023] for a
detailed evaluation and analysis of different feedback-aware methods, including
a variety of query rewriting methods that incorporate feedback and feedback-
aware rerankers.
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Table 6.7. Performance after asking a clarifying question constructed by various
methods, compared to the baseline.

Method R MAP MRR nDCG nDCG@3

organizer-auto 0.348 0.154 0.532 0.311 0.365
+ SelectCQ-BM25 0.433† 0.166 0.625 0.364† 0.411
+ SelectCQ-MPNet 0.413† 0.173† 0.631 0.362 0.409
+ GenerateCQ-Entity 0.409 0.162 0.577 0.348 0.398

Clarification and answer processing Table 6.7 shows performance of three clar-
ifying question construction methods, described in Section 6.4.3. We observe
an overall increase in effectiveness across all methods, with SelectCQ-BM25 and
SelectCQ-MPNet significantly outperforming the baseline across several metrics.
Most gains in performance are in recall, as the original query is expanded by the
answer and clarifying question providing additional information to the initial
retriever. GenerateCQ-Entity does not perform as well as selection-based meth-
ods. We attribute this finding to potentially off-topic clarifying questions, as the
entities extracted were not necessarily geared towards elucidating user’s need.
ConvSim might have responded along the lines of “I don’t know.” or “No thanks.”,
thus not helping elucidate the underlying information need.

Generated feedback evaluation Table 6.8 shows the performances of Organizer-
auto model on CAsT’22 queries broken down by whether feedback given to the
system’s response is positive or negative, as described in Section 6.2.5. Results
show significant differences between responses with positive and negative feed-
back. Feedback on the system’s responses generated by ConvSim is useful, as the
responses receiving negative feedback correspond to the poor retrieval effective-
ness. On the contrary, when the system’s response satisfies the given information
need, as demonstrated by higher retrieval performance, the simulator’s feedback
is positive. ConvSim is not aware of the system’s retrieval effectiveness and pro-
vides feedback solely on the generated response and IN description.

6.5.3 Discussion and Analysis

Effect of iterative feedback

We investigate the potential for multiple rounds of feedback in a simulated en-
vironment. We run the organiser-auto+Discourse-CQR system with Feedback-
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Table 6.8. Performance on turns where feedback is negative vs. turns where
feedback is positive. The “Perc.” column indicates the percentage of such turns
in the CAsT’22 dataset. All the differences are significant.

Feedback Perc. R MAP MRR nDCG nDCG@3

Negative 49% 0.073 0.039 0.399 0.091 0.161
Positive 51% 0.185 0.128 0.739 0.239 0.449

MonoT5 passage ranker for 10 rounds of feedback. For efficiency we only apply
re-ranking to the first 100 passages retrieved. Figure 6.2 shows consistent im-
provements in terms nDCG@3 over the organizer-auto (round 0) baseline, with
slight dips and plateaus between rounds 3 to 5 and rounds 6 to 8. At rounds 6
and above both MRR and nDCG@3 of this system exceed those of the organizer-
manual system. Recall and MAP at round 8 come within 0.004 and 0.003 points
of the manual run, respectively, further highlighting the utility of explicit feed-
back. Prompting the user for up to 8 or more rounds of feedback is not realistic
and motivates the need for more effective feedback models that can learn from
fewer rounds of feedback.

Combining clarification and explicit feedback

We analyze the effectiveness of FeedbackMonoT5 for processing answers to ques-
tions selected with SelectCQ-BM25. The results suggest an improvement over the
organizer-auto baseline (nDCG@3 = 0.392; +7% relative improvement), sug-
gesting that FeedbackMonoT5 can be used for processing answers to clarifying
questions. We experiment with a round of clarification and a round of feedback
and observe significant boost in Recall (0.448; +29% vs the baseline), but a rel-
atively low improvement in terms of nDCG@3 (0.389; +6%). We hypothesize
that both rounds of feedback result in well-defined information need, thus boost-
ing the Recall, but query reformulation methods (i.e., FeedbackMonoT5) fail to
resolve the complex context, leading to poor re-ranking performance.

6.6 Qualitative Analysis

In this section, we conduct an in-depth analysis of the utterances generated by
the aforementioned LLM-based user simulators. The first user simulator, USi, is
based in fine-tuned GPT-2 [Radford et al., 2019] and able to generate answers to
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Figure 6.2. Multiple rounds of feedback using the organiser-auto+Discourse-
CQR+FeedbackMonoT5 system. The orange line depicts the performance of
organizer_manual.
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Table 6.9. Qualitative analysis of answers generated by user simulator USi.

Information need Clarifying question Generated answer

How do you treat severe
angular cheilitis

are you looking for the
definition of angular cheilitis?

no i want to know
about treatment

What home remedies are
there for angular cheilitis

are you looking for the
definition of angular cheilitis?

no i am looking for
home remedies

Find a list of hobby stores
in Maryland

is this for a school
craft or play?

no i want to find a list
of hobby stores in maryland

What hobby stores
carry trains

what location do you want
to find a hobby store in?

i want to know where i
can purchase trains

What hobby stores
carry trains

is this a hobby
for an adult?

yes

posed clarifying questions. This method was depicted in Sect. 6.3 and presented
in our recent paper [Sekulić et al., 2022]. Second, we use in-context learning
approach, a technique made possible with the next generation of LLMs, such as
GPT-3 [Brown et al., 2020], LLaMa [Touvron et al., 2023], and Chinchilla [Hoff-
mann et al., 2022]. A GPT-3 based method, ConvSim, was recently proposed in
Owoicho et al. [2023] and described in detail in Sect. 6.4.

Both methods generate answers to clarifying questions in line with the ini-
tial information needed, simulating part of the behavior of a real user. In the
first case, we ensure that through a specific training procedure, resulting in a
semantically-controlled language model. With a GPT3-based simulator, we uti-
lize prompting to guide the model into following specific steps to answer started
questions. While, as shown earlier in the chapter, ConvSim is capable of generat-
ing feedback extending beyond answering clarifying questions, in this analysis,
we focus on such answers in order to properly compare the two simulation meth-
ods.

Therefore, we perform a qualitative analysis of utterance reformulations gen-
erated by our LLM-based approaches in response to clarifying questions. We
map our findings to recently proposed patterns for conversational recommender
systems [Zhang et al., 2022] and find that user simulators tend to rewrite the
original query to further explain the underlying information need. However, we
note that types of such reformulations highly depend on the training data and
the prompts given to the models.
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6.6.1 Examples

Single-Turn Analysis of USi

In this section, we analyze several conversation samples of our user simulator
with a hypothetical conversational search system. Table 6.9 shows four interac-
tion examples. The user simulator USi is initialized with the information that
needs description text. Given an initial query (omitted in the table for space),
the conversational search system asks a clarifying question to elucidate USi’s in-
tent. Then, USi generates the answer to the prompted question. The information
needed, and the questions for these examples are taken from the ClariQ develop-
ment set. Most TREC-style datasets contain the information need (facet/topic)
description alongside the initial query. Thus, our simulated user can help evalu-
ate conversational search systems on any of such datasets, as it only requires a
description for initialization. Then, the system we aim to evaluate can produce
clarifying questions and receive answers from USi.

First two examples in Table 6.9 initialize USiwith different information needs.
However, given the same initial query “How to cure angular cheilitis” and the
same prompted clarifying question, USi answers differently, in line with the ba-
sic information needed for each case. In the table’s last three rows, we have
different information needs for one broad topic of hobby stores. Given the initial
query “I’m looking for information on hobby stores”, USi again answers questions
in line with the underlying information need. We notice that the text produced
by our GPT-2-based user simulator is coherent and fluent and, in the given ex-
amples, indeed in line with the underlying information need. Moreover, USi is
not bound by answering the question in a “yes” or “no” fashion. Instead, it can
produce various answers and even express its uncertainty (e.g., “I don’t know”).

Multi-Turn Analysis of USi

We perform an initial case study on the multi-turn variant of USi. While the initial
analysis of multi-turn conversations suggests that usefulness and naturalness of
single-turn interactions transfer into a multi-turn setting, additional evaluation
is needed to support that claim strongly. Thus, future work includes a pair-wise
comparison of multi-turn conversations inspired by ACUTE-Eval [Li et al., 2019].

Moreover, we aim to observe user simulator behavior in unexpected, edge-
case scenarios. For example, initial analysis of the created multi-turn dataset
showed that humans tend to repeat their previous answers when the clarify-
ing question is off-topic or repeated. Similarly, our multi-turn USi has been ob-
served to generate answers such as “I already told you what I’m looking for”
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when prompted with a repeated question. However, such edge cases need to be
clarified for the multi-turn model, which leads to a higher presence of hallucina-
tion than in the single-turn variation. This means that the user simulator drifts
off the topic of the conversation and starts generating answers outside the basic
information needed. This effect is well-documented in recent literature on text
generation [Dziri et al., 2021] and should be approached carefully. Although
edge cases are also present in the acquired dataset, the GPT2-based model needs
additional mechanisms to simulate the behavior of users in such cases. We leave
a deeper analysis of the topic for future research.

6.6.2 Response Patterns

In this section, we analyze human- and simulator-generated answers to posed
clarifying questions. Specifically, we conduct expert annotation to identify pat-
terns in the given answers, grounding our findings in prior work. To this end,
we analyze the answers in light of patterns identified by Krasakis et al. [2020],
focusing on the Qulac dataset [Aliannejadi et al., 2019b]. Krasakis et al. [2020]
find that users’ answers vary in polarity in length. For example, the user can an-
swer with a negative short answer, such as “No.”, but also potentially provide a
longer answer, e.g., “No, I’m looking for X instead”. Naturally, the answer can also
be positive polarity depending on the information needed and prompted clari-
fying questions. Furthermore, we compare the generated answers to patterns
identified by Zhang et al. [2022]. Although Zhang et al. [2022] focuses on query
reformulations in conversational recommender systems, we find the overlap of
the findings high. Thus, we map their proposed query reformulation types to
answers in a mixed-initiative conversational search. Finally, we analyze answers
to faulty clarifying questions proposed by Sekulić et al. [2022].

Reformulation Types

We analyze answers to prompted clarifying questions in light of previously iden-
tified utterance reformulation types [Zhang et al., 2022]. In other words, we
map and expand the existing utterance reformulation ontology for conversational
recommender systems to answer formulations in conversational search. While
specific differences exist between recommender and search systems, our initial
analysis suggested that the common conversational setting incites similar user
behaviors. In their study, Zhang et al. [2022] analyze how users reformulate
their utterances in subsequent turns, given a prompt from the conversational
recommendation agent about its lack of understanding of user’s needs. Simi-
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larly, in conversational search, we have the user’s initial query, clarifying ques-
tion prompted by the search system, and the user’s answer. Thus, we analyze
these answers through the lens of reformulations from the user’s initial query.

Specifically, Zhang et al. [2022] identify seven utterance reformulation be-
haviors: 1. start/restart – users start to present their need; 2. repeat – user re-
peats previous utterance without significant change; 3. repeat/rephrase – user re-
peats last turn with different wording; 4. repeat/simplify – user repeats the word
with a more straightforward expression, reducing complexity; 5. clarify/refine
– user clarifies or refines their expression of an information need; 6. change –
user changes their information need (topic shift); 7. stop – user ends the search
session. We encourage an interested reader to refer to Zhang et al. [2022] for a
more elaborate explanation of the reformulation types. In our analysis, we fo-
cus specifically on answers to clarifying questions. Thus, some user utterances
must be observed and not discussed in other sections. Specifically, mainly by
the design of our research setting, described in Section 7.1, we do not deal with
utterance types (1) start/restart, (6) change, nor (7) stop. However, we add two
additional categories, mostly to deal with edge cases: (8) hallucination – when
the provided answer is not in line with the underlying information need; (9)
short answer – when the answer is just “no” or “yes”. Examples of the observed
utterance types are presented in Table 6.10.

Responses to Faulty Clarifying Questions

In order to gain further insight into designing a reliable user simulator for con-
versational search evaluation, we must adapt it to be resilient to unexpected
system responses. For example, if a conversational search system responds with
an off-topic clarifying question or an unrelated passage, the simulated user needs
to react in a natural, human-like manner. However, to design such a simulator,
we first need to learn how real users would react to incorrect responses from
the search system. To this end, we acquired a dataset of human responses when
prompted with faulty clarifying questions. The published dataset is multi-turn
and can thus be used to improve our multi-turn user simulator model.

Examples from the acquired dataset are presented in Table 6.2. The dataset
contains several scenarios where a conversational search system asks follow-up
clarifying questions. We acquired a dataset of 1000 conversations, with crowd
workers assuming the user role and responding to clarifying questions. Initial
analysis of the crowd workers’ answers offers several insights. In case of appro-
priate clarifying questions (Natural), users tend to respond naturally by refining
their information needs, as expected. However, in case of faulty clarifying ques-



151 6.6 Qualitative Analysis

Table 6.10. Identified reformulation patterns in responses generated by our
proposed user simulator(s). The patterns are extended from the list proposed
by Zhang et al. [2022].

Explanation Example

Repeat
Repeat the last utterance
without significant change.

U: What are treatments for carotid cavernous fistula?
S: Would you like to search for a doctor for a
carotid cavernous fistula treatment?
U: No, I want to know what treatments are available
for carotid cavernous fistula.

Repeat/rephrase
Repeat the last utterance by
using different wording.

U: I want to learn about rock art.
S: Do you want pictures of rock art?
U: Yes, I want information on rock art.

Repeat/simplify
Repeat the last utterance in
a simpler language.

U: Find me information about the sales tax in Illinois.
S: Do you want to know what the Illinois state tax rate is?
U: Yes, I want to know about the taxes in the state.

Clarify/refine
Refine the information need
express in last utterance.

IN: Find the homepage for the NASA Voyager mission.
U: Tell me about Voyager.
S: Are you interested in where the Voyager has been?
U: No, I am interested in the website for the mission.

Other
Short response, none above
applicable.

U: "all men are created equal"
S: Are you looking for declaration of independence
at the national archives?
U: No.

Hallucination
Response not grounded
in information need.

IN: How is workplace diversity achieved and managed?
U: Tell me about diversity.
S: Would you like the legal definition of diversity?
U: Yes, I would like to know about the definition of diversity.

tions (repeat, off-topic, or similar), users either repeat their previous answer (20%
of analyzed answers), expand their last reply with more details on their infor-
mation need (23%), or rephrase previous answer with different wording (37%).
Next, we aim to evaluate the resilience of our proposed USi to such faulty ques-
tions by analyzing its correspondence to human-generated answers.

Prevalence of Reformulation Types

Table 6.11 shows the prevalence of aforementioned types of utterance reformula-
tions on ClariQ development set. We expertly annotated 150 answers generated
by both generative approaches, as well as human answers taken directly from the
ClariQ dataset. As indicated in Table 6.11, USi hallucinates in 7% of analyzed
cases. The hallucination accounted for in the table is limited to cases when a
long answer is generated. However, we observed that USi often needs a better
short answer. For example, with an information need related to finding the list
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Table 6.11. Prevalence of utterance reformulation types for answers to clarify-
ing questions for human-generated answers [Aliannejadi et al., 2020b], answers
generated by USi [Sekulić et al., 2022] and by ConvSim [Owoicho et al., 2023].

Human USi ConvSim

Repeat 2% 0% 3%
Repeat/rephrase 4% 7% 6%
Repeat/simplify 4% 8% 5%
Clarify/refine 63% 37% 83%
Other 25% 40% 3%
Hallucination 2% 7% 0%

of dinosaurs with pictures, when prompted with a clarifying question “Are you
looking for pictures of dinosaurs?”, USi answers “No”. Such short answers are
mapped under Other in Table 6.11, as the focus of the analysis was to capture
the extent of the short-vs-long answers. Moreover, we observe the hallucination
phenomena in several answers taken from ClariQ, constructed by crowd work-
ers. We attribute this to potentially swift manner the answers were written in,
rather than to crowd workers not understanding that their answer isn’t in line
with the given information need. On the contrary, the prompt- and GPT3-based
ConvSim method does not suffer from the mentioned issue.

Moreover, the prevalence of different utterance reformulations differs be-
tween human-generated answers, and the answers generated by USi and Con-
vSim. Specifically, we observe a greater frequency of short answers (e.g., “yes”,
“no”) in answers generated by GPT2-based USi. On the other hand, GPT3-based
ConvSim tends to refine and clarify the given information need in the majority of
the cases. While both long and short types of answers to clarifying questions are
acceptable, as long as they are in line with the information need, certain users
have slight preference towards the one or the other. Thus, as discussed in the last
section, as a step towards more realistic user simulators, we aim to model users
according to their cooperativeness level. In other words, the simulator would be
able to generate either concise or long and elaborate answers, depending on the
cooperativeness parameter for a specific underlying user model.



Chapter 7

User Simulation for Task-Oriented
Dialogue Systems

The field of dialogue systems has seen a notable surge in the utilization of user
simulation approaches, primarily for the evaluation and enhancement of conver-
sational search systems [Owoicho et al., 2023] and task-oriented dialogue (TOD)
systems [Terragni et al., 2023]. User simulation plays a pivotal role in replicat-
ing the nuanced interactions of real users with these systems, enabling a wide
range of applications such as synthetic data augmentation, error detection, and
evaluation [Wan et al., 2022, Sekulić et al., 2022, Li et al., 2022, Balog and Zhai,
2023].

The significance of user simulation in the development and evaluation of
dialogue systems is undeniable. However, the prevailing methodologies often
rely on rudimentary rule- and template-based approaches, which can limit their
adaptability and effectiveness [Schatzmann et al., 2007, Schatzmann and Young,
2009]. Furthermore, certain user simulation methods require a substantial amount
of annotated data [Lin et al., 2021a, 2022, 2023], or a deep understanding of the
internal workings of the dialogue system they interact with [Schatzmann et al.,
2007, Li et al., 2016].

The recent rise of generative capabilities of LLMs enabled user simulators
to generate contextually appropriate responses in natural language, without the
need for predefined rules [Terragni et al., 2023, Davidson et al., 2023]. This
shift offers distinct advantages over traditional approaches: i) no human effort
is needed to construct the rules; ii) it introduces lexical diversity into utterance
generation to assess the robustness of downstream natural language understand-
ing and enables testing of system’s robustness to different dialogue paths. How-
ever, LLMs are susceptible to hallucinations [Ji et al., 2023, Terragni et al., 2023],
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Figure 7.1. Example conversation between user simulator and TOD system.
We aim to minimize common simulator’s hallucinations (right) and thus ease
the detection of TOD system failures (left).
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resulting in inconsistency across dialogue turns or the generation of information
irrelevant to the user’s goal.

In this chapter, we introduce DAUS, a generative user simulator for TOD sys-
tems. As depicted in Figure 7.1, DAUS, once initialized with the user goal de-
scription, engages with the system across multiple turns, providing information
to fulfill the user’s objectives. Our aim is to minimize the commonly observed
user simulator hallucinations (right-hand side of Fig. 7.1), with an ultimate ob-
jective of enabling detection of common errors in TOD systems (left-hand side
of Fig. 7.1). Our approach is straightforward yet effective: we build upon the
foundation of LLM-based simulators [Terragni et al., 2023, Owoicho et al., 2023]
and extend such approach by fine-tuning the LLM on in-domain dialogues, an-
notated with their user goals. Notably, DAUS does not require insights into the
inner-workings of the TOD system, its policy, nor system-specific functionalities,
as it interacts with the TOD system strictly through natural language.

Our contributions and findings can be summarized as follows:

• Domain-Specific Adaptation: DAUS fine-tunes a pre-trained LLM on domain-
specific conversational data, enhancing the simulator’s ability to maintain
coherent and contextually relevant dialogues in a specific domain.

• Reducing Simulator Hallucinations: DAUS mitigates hallucinations orig-
inated from in-context learning approaches, causing inconsistencies and
irrelevant information in simulator responses. By fine-tuning on domain-
specific data, our approach ensures more coherent and contextually rele-
vant simulated dialogues.

• Balancing Lexical Diversity in User Simulation: DAUS employs LLMs for
user simulation, offering a degree of lexical diversity in generated utter-
ances. While not matching the diversity of in-context learning (partly due
to hallucinations), it still provides language variety.

7.1 Generative User Simulator

In this section, we define the task of generative user simulation for TOD systems.
Moreover, we describe our approach, based on fine-tuned LLMs.

7.1.1 Background

When interacting with a TOD system, users aim to fulfill their goal, e.g., book
a flight, or cancel their reservation in a restaurant. Therefore, a user simulator
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(U), designed to imitate a real user, interacts with the TOD system (S) with a
given user goal G . Formally, interactions are a sequence of utterances, where the
system’s utterances s and the user’s utterances u take turns, forming a dialogue
history H = [s1, u1, . . . , st , ut , . . . , sN , uN], with st and ut corresponding to sys-
tem’s and user’s utterance at turn t, respectively, and N being the total number
of exchanged utterances.

We define the user goal G as all the information the user requires to achieve
their aim. An example of user goal is the following: You want to try an Indian
restaurant. The restaurant must be cheap and in the center. Book a table for 2 people
at 8PM. At the end of the dialogue, we expect the user simulator to have fulfilled
G . While the goal G can be represented either in structural format [Davidson
et al., 2023] or in natural language [Terragni et al., 2023], in this work we focus
on G represented in natural language. G is usually defined by a domain expert
or randomly sampled.

7.1.2 Our Approach

We propose Domain-Aware User Simulator (DAUS), a model that relies on learn-
ing the specifics of interactions with a TOD system from conversational data. The
data needs to contain the goal G and the dialogue history H . Typically, such
datasets are derived from user conversations with production TOD systems, or
created and curated through crowd-sourcing or user studies.

We cast the above-described problem of simulator’s goal fulfillment to an
utterance-level generation task. Specifically, the main task of U is to generate
the next utterance ut by modeling:

ut = φ(G ,H ) (7.1)

where φ is the function to generate a user utterance. The ut needs be aligned
with G and H , i.e., it needs to be faithful towards the given goal, as well as
coherent with the dialogue so far.

Given that both G andH are in natural language, we model φ from Eq. 7.1
with a language modeling-based approach. Specifically, we first construct a
prompt to feed an LLM, by combining G andH . We further employ the LLM to
generate the ut in auto-regressive fashion:

pLLM(ut |G ,H ) =
n
∏

i=1

pLLM(x
i
t |x

<i
t ,G ,H ) (7.2)

where x i
t is the i-th token of the utterance at turn t. We break down the dialogue

from the data by turn, yielding N data points for each conversation.
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Regarding the interaction between our fine-tuned LLM and a TOD system,
we follow the same paradigm from Terragni et al. [2023]. DAUS receives a fresh
prompt, which comprises the user’s goal for the ongoing dialogue and the cu-
mulative dialogue history. Unlike Terragni et al. [2023], we do not provide any
example dialogues to serve as shots. We additionally post-process the generated
utterance to ensure that a clean message is passed to TOD systems (i.e., removal
of special characters and trailing tokens).

7.2 Experimental Setting

In this section, we describe datasets, implementation details, and experimental
setting for simulator-system interactions.

7.2.1 Data sources

Table 7.1. Dataset statistics after pre-processing.

Dataset
Avg

# Turns

Avg # Words
per User

Utterance

Avg # Words
per TOD
Utterance

MultiWOZ 5.86 13.13 14.86
AutomotiveData 11.20 3.44 12.06

We consider two data sources to evaluate our approach. First, we experi-
ment on internal dialogue data of user-TOD system phone call interactions within
the automotive industry, dubbed AutomotiveData.1 Second, we use the well-
established dataset of multi-domain TOD systems – MultiWOZ 2.1 [Eric et al.,
2019]. Both data sources contain user goal G in natural language and multi-
turn dialogues (compliant with Section 7.1.1). For each dataset, we randomly
sample 2,500 dialogues for training, 300 for testing and 300 for validation. The
statistics of the resulting datasets are reported in Table 7.1.

1In order to protect our user’s privacy, we do not release any user data nor models fine-tuned
on user’s data. Examples presented throughout the paper are synthetically constructed, whilst
preserving realistic user goals. Users have been informed about and have consented to data
collection.
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7.2.2 TOD Systems

DAUS communicates with TOD systems through natural language, making it system-
agnostic. For our user simulator fine-tuned on AutomotiveData, we employ an
internal TOD system. To evaluate DAUS fine-tuned on MultiWOZ, we use the
ConvLab2 framework [Zhu et al., 2020], extended by Terragni et al. [2023],
which integrates LLM-based few-shot user simulators.2 We use the same TOD
the authors used in their original work. We identify a challenge with the default
stopping criteria that prematurely end dialogues when users express gratitude.
This doesn’t always signify the end of the interaction as users may continue with
their goals (e.g., “Thanks for booking my flight. I also need a hotel” would termi-
nate the conversation). Therefore, we modify the criteria to exclude termination
on “thanks” intent. We consequently re-run the experiments presented in Ter-
ragni et al. [2023]. Moreover, we publicly release the updated framework and
the user simulator fine-tuned on MultiWOZ 2.1.3

7.2.3 User Goal Settings

For the MultiWOZ data within ConvLab2 framework, we follow the previous
work for construction of the user goals [Zhu et al., 2020, Terragni et al., 2023].
Specifically, the user goals are randomly sampled, conditioned on the domains
and entities frequency in the training data. We generate 100 dialogues per user
goal.

For evaluation on our internal TOD system, a domain expert manually defined
user goals for 8 test cases, detailed in Table 7.2. The test cases vary depending
on the complexity and the main task that the simulator has to fulfill. As such,
we label the test cases accordingly: B for book appointment task, C for cancel
appointment task, R for reschedule appointment task. Moreover, each label is
associated with a graded difficulty indicator, i.e., easy or hard. We generate 100
dialogues per test case (i.e., per user goal).

7.2.4 Fine-tuning Details

We conduct our experiments with the recently released open-source LLM —
Llama-2 [Touvron et al., 2023]. The prompt, mentioned in Section 7.1.2, is
constructed by concatenating the task description, user goal G , and the dialog

2https://github.com/telepathylabsai/prompt-based-user-simulator.
3GitHub URL placeholder. Code and fine-tuned model weights provided as an attachment to

the submission. Upon acceptance, we will release it under the Apache 2.0 Licence.

https://github.com/telepathylabsai/prompt-based-user-simulator
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Table 7.2. Description of user goals with subtask types.

#n User subtask type Difficulty User goal details

1 Book Easy

New customer;
Available: today 4PM;
Transport_type: waiter;
Service: check engine.

2 Book Hard

Known customer with 1 appointment and 2 cars;
Available: Wednesday;
Transport_type: dropoff;
Unknown Service.

3 Book Hard

Known customer with 3 appointments and 2 cars;
Available: Wednesday;
Transport_type: dropoff;
Two services: engine overheating and oil change.

4 Cancel Easy Known customer with 1 appointment.

5 Cancel Hard Known customer with 3 appointments.

6 Reschedule Easy

Known customer with 1 appointment;
Available: 10 AM;
Transport_type: dropoff;
Unknown service.

7 Reschedule Hard

Known customer with 1 appointment;
Available: afternoon;
Transport_type: waiter;
Service: oil change.

8 Reschedule Hard

Known customer from unknown phone number;
With 3 appointments;
Available: Wednesday; Transport_type: loaner;
Two services: Oil change and engine check
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history H . Moreover, we separate every utterance with a special “<endturn>”
token.

We utilize LoRA [Hu et al., 2021] – a parameter-efficient fine-tuning tech-
nique, capable of reaching performances comparable to fully fine-tuned models,
whilst requiring only a fraction of the computational resources. We adhere to
the hyperparameter recommendations and instructions of the recent work on
the topic [Hu et al., 2021, He et al., 2021] and use the following LoRA hyper-
parameters throughout the experiments: rank r of 64, α of 32, and dropout of
0.05. Moreover, we optimize attention layers (query and key matrices) of the
Llama-2 model. We use the 13B Llama-2 version for the main experiments, and
the 7B version for comparison and the generalization study. We perform hy-
perparameter grid search for learning rate on the dev sets of our datasets. We
settle for l r = 3e−5 and the batch size of 12 and 32 for the 13B and 7B versions,
respectively.

7.2.5 Baselines

We compare our Llama-2 fine-tuned model with several pre-trained models in
zero-shot or few-shot fashion, following [Terragni et al., 2023, ?]. In particular,
we consider the following pre-trained models:

• Llama 2 with 13B parameters.

• GPT-3.5 Turbo4 (Chat-GPT), version 0613 [Brown et al., 2020]. For data
privacy reasons, we employ this model only for the MultiWOZ experiments.

• Flan-T5 [Chung et al., 2022]with 3B parameters (XL), to reproduce results
of Terragni et al. [2023].

In addition to the LLM-based models, we consider an agenda-based simulator
(ABUS) [Wen et al., 2015], designed specifically for MultiWOZ within ConvLab2
framework, thus requiring the knowledge of TOD system’s policy. We include two
variants of ABUS: the first with template-based NLG and the second with data-
driven NLG, dubbed ABUS-T and ABUS-D, respectively. Let us notice that ABUS is
a strong baseline, as it is tailored for communicating with the MultiWOZ-based
TOD from ConvLab2, therefore it is included as a reference of the potential upper-
bound for user goal fulfillment performance. We follow Terragni et al. [2023]
and set the temperature for inference to 0.9 for all MultiWOZ experiments, and
0.7 for internal experiments (value chosen through grid search).
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7.3 Evaluation

We comprehensively evaluate our method, aiming to assess its ability to achieve
designated user goals in dialogues and its impact on lexical diversity when align-
ing with real user language patterns. Moreover, we perform qualitative analysis
of simulated dialogues via human evaluation. In this section, we detail these
evaluation procedures.

Additionally, we examine utterance-level metrics, comparing generated ut-
terances with those in the target dataset, using both general natural language
generation and domain-specific entity-based metrics. However, we found that
these metrics poorly correlate with the simulator’s task completion. Detailed in-
formation about these metrics and their results can be found in Appendix 7.4.4.

7.3.1 Goal Fulfillment Evaluation Metrics

Our objective is to evaluate the goal fulfillment at the end of the dialogue. For
MultiWOZ experiments, we consider well-known metrics such as Success, Com-
pletion and Book rate. These metrics aim to capture how successful was the
dialogue in terms of fulfilling specific subtasks from the user goal (e.g., whether
the restaurant is booked). We also compute the average precision (P), recall (R)
and F1 scores by matching the entities expressed through the simulated dialogue
to the ones in the initial user goal. These metrics aim to assess the simulator’s
faithfulness and consistency of entities with the user goal (e.g., whether the cor-
rect restaurant type was booked). For a comprehensive understanding of the
metric definitions, please refer to Zhu et al. [2020] and Terragni et al. [2023].

Regarding our in-house TOD, it is worth noting that we do not differentiate
between book, inform and request entities. Therefore, we adapt the mentioned
metrics, except for the Book Rate, while considering all entities as inform enti-
ties. Moreover, we compute several metrics specific to automotive domain: user
subtask indicating whether the subtask (book, cancel, or reschedule the appoint-
ment) matches the one given in the user goal; caller info and car info indicating
whether user information (name, phone number) and vehicle information (car
year, make, and model) match the ones in the goal, respectively; transport type
assessing the chosen transport type (e.g., dropping of the vehicle, waiting for the
service in the dealership).
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Table 7.3. Results of goal fulfillment task in simulator interaction with the
internal TOD system. The results are averaged across the eight user goals.

Model
Num
Shots

Compl
Rate

Succ
Rate

P R F1
User
Subtask

Caller
Info

Car
Info

Transport
Type

UttLen Unig MTLD

FlanT5-XL

[Terragni et al., 2023]
2 0.46 0.27 0.72 0.86 0.76 70.9 85.5 65.6 39.2 2.8 209 23.4

Llama-2

0 0.35 0.13 0.62 0.87 0.69 50.4 88.8 72.2 12.8 2.4 161 15.5
1 0.37 0.12 0.67 0.89 0.74 65.6 89.1 81.6 8.0 2.0 149 14.5
2 0.36 0.15 0.66 0.91 0.74 68.9 90.3 80.2 8.0 2.0 129 13.7

DAUS 0 0.51 0.40 0.91 0.92 0.91 99.5 98.5 99.0 80.7 1.7 112 16.5

7.3.2 Lexical Diversity of Generated Utterances

Lexical diversity (LD) is a measure of word variability and vocabulary size of
a given text corpus, in our case, the set of generated user utterances from 100
conversations. We report MTLD scores [McCarthy, 2005], and a number of un-
igram words (Unig) and average user utterance length (UttLen). LD results are
reported in Section 7.4.2.

7.3.3 Qualitative Analysis

During the analysis of the generated simulated dialogues, we observed several
re-occurring issues. We categorize them as the simulator’s failure (hallucination,
incomplete user goal fulfillment, or looping/repeating utterances across turns) or
TOD system’s failure (NLU misclassification due to missing user’s intent or en-
tities, forcing end of dialogue, or looping/repeating utterances). Our aim is to
assess the prevalence of these patterns and identify potential limitations of LLM-
based user simulators. To this end, we employ three annotators to annotate 45
dialogues generated with an LLM-based baseline and 45 dialogues generated
with DAUS within ConvLab2 framework. The annotators are domain-experts and
employees of the authors’ institution. We provide guidelines for each of the cate-
gories and go through an on-boarding process with the annotators. The labels for
each of the dialogues are determined by majority vote. Annotators reach mod-
erate to good agreement, as measured by Fleiss’ κ, detailed in Appendix 7.5.3.

7.4 Results

In this section, we examine our study’s findings across three main threads. First,
we investigate the impact of fine-tuning LLMs with domain-specific data on goal
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fulfillment in dialog interactions (Sect. 7.4.1). Next, we explore the link be-
tween fine-tuning and the lexical diversity of generated utterances (Sect. 7.4.2).
Finally, we assess whether the adaptability of LLM-based user simulators to un-
seen user tasks is influenced by the diversity of subtask types in their training
data (Sect. 7.4.3).

7.4.1 Goal Fulfillment

Internal TOD System. Table 7.3 shows results on the goal fulfillment task of
DAUS and the baselines detailed in Section 7.2.5, averaged across different user
goals. We present the results per each of the eight specific user goals, detailed in
Section 7.2.3, in Table 7.4.

As a first remark, DAUS outperforms all of the baselines across all the goal
fulfillment metrics. We observe the largest improvements for domain-specific
metrics, e.g., precision and recall of relevant entities and accuracy of the trans-
port type. This indicates that fine-tuning on in-domain data improves simulator’s
knowledge of the domain-specific terminology. We further expand on this obser-
vation in Section 7.5.1.

Regarding the baselines, FlanT5, employing 2 shots as examples, is the sec-
ond best model. As observed in [Terragni et al., 2023] as well, this instruction
fine-tuned model outperforms Llama-2 with 2 shots in most of the cases.

MultiWOZ Data within ConvLab2. We show the goal fulfillment performance
of DAUS and the baselines in interaction with ConvLab2’s TOD system on Mul-
tiWOZ 2.1 in Table 7.5. As in Section 7.4.1, we observe strong performance of
DAUS. Specifically, DAUS outperforms all of the in-context learning approaches in
terms of goal fulfillment, including prior state-of-the-art [Terragni et al., 2023].
Moreover, our method outperforms few-shot GPT-3.5, a model significantly larger
than ours (estimated 175 billion parameters vs 13 billion). This further sug-
gests the benefits of fine-tuning LLMs on domain-specific conversational data,
as stronger performance can be achieved with significantly smaller LLMs, thus
reducing the computational requirements of the simulator.

As a general remark, results on both benchmarks, i.e., the ConvLab2 and our
internal one, show significant improvements across multiple goal fulfillment met-
rics. Thus, we conclude that DAUS indeed does lead to more consistent, reliable,
and faithful LLM-based user simulators. We will discuss these results more in
depth in our qualitative analysis in Section 7.5.1.
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Table 7.4. Results of selected baselines and DAUS (the main method based on
Llama-2 13B, as well as the 7B version) per specific user goal.

Subtask Model N shots User Task Compl Rate Succ Rate P R F1 Service Info Transport Car Info Caller Info

Chard

Llama-2-13b 0 43 100 43 0.74 0.79 0.76 99.5
Llama-2-13b 2 52 100 44 0.77 0.86 0.8 100
FlanT5-xxl 0 61 100 57 0.83 0.84 0.83 99.5
FlanT5-xxl 2 65 100 63 0.84 0.9 0.85 99
FlanT5-xl 0 67 100 64 0.85 0.89 0.86 98
FlanT5-xl 2 75 100 73 0.89 0.94 0.9 100
DAUS-7b 0 93 100 93 0.96 0.96 0.96 100
DAUS 0 100 100 100 1 1 1 100

Bhard2

Llama-2-13b 0 94 23 1 0.59 0.89 0.67 31 4 73 57.5
Llama-2-13b 2 98 27 1 0.62 0.87 0.71 44 7 84 64
FlanT5-xxl 0 81 64 19 0.78 0.91 0.81 74 45 78.3 78
FlanT5-xxl 2 91 72 15 0.77 0.86 0.8 83 42 86 84
FlanT5-xl 0 81 18 4 0.37 0.77 0.44 36 18 29.3 22.5
FlanT5-xl 2 95 58 6 0.66 0.81 0.7 75 37 74.6 68.5
DAUS-7b 0 99 76 29 0.87 0.84 0.85 64 100 88.5
DAUS 0 100 89 50 0.93 0.85 0.88 90 93 100 99

Beas y

Llama-2-13b 0 97 43 23 0.77 0.91 0.82 59 49 77 100
Llama-2-13b 2 100 43 4 0.76 0.93 0.83 51 15 92.3 100
FlanT5-xxl 0 90 65 46 0.85 0.93 0.86 70 63 90 99
FlanT5-xxl 2 98 57 50 0.89 0.88 0.88 60 80 84 100
FlanT5-xl 0 94 14 14 0.73 0.86 0.78 34 91 40.6 99.5
FlanT5-xl 2 97 23 22 0.81 0.85 0.82 26 94 54.3 100
DAUS-7b 0 96 55 22 0.92 0.87 0.89 99 98.7 100
DAUS 0 100 37 15 0.93 0.89 0.91 38 98 100 98

Bhard1

Llama-2-13b 0 65 1 0 0.59 0.9 0.69 19 6 64 100
Llama-2-13b 2 83 0 0 0.62 0.9 0.71 4 1 71.3 100
FlanT5-xxl 0 80 10 0 0.82 0.84 0.81 16 71 84 99.5
FlanT5-xxl 2 56 9 0 0.69 0.86 0.73 35 44 69.3 100
FlanT5-xl 0 40 2 0 0.6 0.84 0.67 25 28 61.6 100
FlanT5-xl 2 24 1 0 0.48 0.91 0.6 62 10 48.3 100
DAUS-7b 0 78 2 0 0.81 0.82 0.8 80 86 100
DAUS 0 99 15 0 0.84 0.84 0.83 17 84 94 95.5

Ceas y

Llama-2-13b 0 39 100 37 0.76 0.78 0.76 100
Llama-2-13b 2 67 100 61 0.85 0.89 0.86 100
FlanT5-xxl 0 75 100 74 0.91 0.89 0.89 100
FlanT5-xxl 2 94 100 93 0.98 0.97 0.98 100
FlanT5-xl 0 73 100 71 0.89 0.87 0.87 100
FlanT5-xl 2 97 100 97 0.99 0.99 0.99 100
DAUS-7b 0 100 100 100 1 1 1 100
DAUS 0 100 100 100 1 1 1 100

Reas y

Llama-2-13b 0 14 1 0 0.51 0.91 0.63 2 7 77.6 100
Llama-2-13b 2 38 2 2 0.54 0.93 0.67 9 6 80 98.5
FlanT5-xxl 0 60 3 2 0.78 0.91 0.83 16 80 98.3 99.5
FlanT5-xxl 2 76 28 8 0.84 0.91 0.86 45 82 99.3 100
FlanT5-xl 0 44 8 3 0.75 0.88 0.8 26 79 92 100
FlanT5-xl 2 71 30 3 0.81 0.91 0.85 54 70 98.6 100
DAUS-7b 0 99 10 10 0.97 0.91 0.94 99 100 100
DAUS 0 99 6 5 0.91 0.93 0.91 9 100 100 100

Rhard1

Llama-2-13b 0 25 7 0 0.55 0.88 0.66 27 5 79 93.5
Llama-2-13b 2 55 13 6 0.61 0.93 0.72 42 15 79.6 91
FlanT5-xxl 0 20 14 5 0.67 0.87 0.75 88 47 86 85.5
FlanT5-xxl 2 34 29 10 0.68 0.8 0.73 95 31 81.6 80.5
FlanT5-xl 0 15 12 3 0.43 0.61 0.49 72 16 40.3 41.5
FlanT5-xl 2 61 53 11 0.71 0.83 0.74 82 21 74.6 74.5
DAUS-7b 0 48 22 21 0.72 0.87 0.78 77 84.3 96
DAUS 0 100 62 46 0.9 0.94 0.91 98 99 100 100

Rhard2

Llama-2-13b 0 26 1 0 0.48 0.89 0.59 20 6 62.3 60
Llama-2-13b 2 58 1 0 0.53 0.94 0.65 23 4 74 69
FlanT5-xxl 0 26 7 4 0.67 0.93 0.75 67 50 81 79
FlanT5-xxl 2 42 8 1 0.64 0.83 0.7 49 33 82.3 68.5
FlanT5-xl 0 9 0 0 0.21 0.43 0.26 17 5 19.3 13.5
FlanT5-xl 2 47 2 0 0.42 0.69 0.47 14 3 43 41.5
DAUS-7b 0 36 6 5 0.67 0.83 0.73 67 98 69.5
DAUS 0 98 1 0 0.78 0.93 0.84 5 10 100 95.5
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Table 7.5. Performance on MultiWOZ 2.1 within ConvLab2 framework.

Model
Num
Shots

Compl
Rate

Succ
Rate

Book
Rate

P R F1 UttLen Unig MTLD

ABUS-T

[Wen et al., 2015]
- 0.93 0.83 0.85 0.84 0.94 0.86 17.4 527 46.9

ABUS-D

[Wen et al., 2015]
- 0.86 0.60 0.75 0.87 0.90 0.87 9.8 327 28.0

FlanT5-XL

[Terragni et al., 2023]
2 0.19 0.13 0.46 0.45 0.39 0.39 13.7 888 41.2

Llama-2
0 0.07 0.04 0.13 0.31 0.21 0.23 8.1 697 30.7
2 0.09 0.08 0.30 0.46 0.34 0.39 10.0 765 38.8

GPT-3.5 2 0.35 0.19 0.34 0.49 0.52 0.48 16.3 626 38.1

DAUS 0 0.41 0.29 0.66 0.69 0.69 0.67 10.6 789 54.9

7.4.2 Lexical Diversity

Lexical diversity (LD) of generated user utterances from internal TOD system and
MultiWOZ experiments is presented in the last 3 columns of Tables 7.3 and 7.5.
We observe a drop in LD, as measured by the length of the generated utterances
and the total number of unigrams, when DAUS is fine-tuned on AutomotiveData.
This suggests a limited vocabulary in the training data, which is expected due to
the real users often responding with one or two words, especially in the cancel
task. DAUS had a relatively high MTLD score, because of the correctly generated
caller, car and transport entities, which usually have unique values. However, a
low unigram score is due to averaging metrics over 8 user tasks, where only 3 of
them are the entity-rich book task. Meanwhile, the higher LD of FlanT5-based
method is due to its prevalent hallucinations, thus falsely inflating the LD scores
by generating out-of-context content (see Section 7.5.1).

In MultiWOZ-based experiments, results indicate higher LD than ABUS base-
lines, as measured by MTLD, while the generated utterances are slightly shorter
compared to FlanT5. As such, DAUS does not seem to lose LD during fine-tuning
on MultiWOZ, while fine-tuning on AutomotiveData seems to reduce it slightly.
This can be explained by the fact that AutomotiveData contains both specific vo-
cabulary and utterances from real product users, which makes it hard for in-
context learning approaches to imitate. On the other hand, fine-tuning proce-
dure enables the model to learn the particulars of such interactions.
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Table 7.6. Percentage of dialogues with successfully identified subtask types
across the test cases, with models fine-tuned on specific combinations of subtask
types.

DAUS (C+R+B) C+R B+R B+C

Beas y 99 100 100 99
Bhard1 93 29 85 99
Bhard2 99 86 94 97
Ceas y 96 100 75 99
Chard 100 100 77 96
Reas y 88 100 98 34
Rhard1 97 50 69 0
Rhard2 86 84 56 0

7.4.3 Generalization to Unseen User Tasks

Table 7.6 shows the percentage of successful subtask identifications for four vari-
ants of our model: DAUS fine-tuned on the full dataset described in Section 7.2.1,
and DAUS fine-tuned on modified datasets by removing certain subtasks (book
(B), cancel (C), or reschedule (R)) from the training sets. With this experiment,
we aim to assess the generalization abilities of our approach.

Results show a decrease in performance when a model is not shown the spe-
cific subtask during training. For example, when we fine-tune DAUS on the com-
bination of book and reschedule subtasks, we observe a considerable drop in per-
formance on the cancel subtask. However, the largest drop is observed in the
most complex subtask type, reschedule, where the model fine-tuned on B+C data
completely fails to successfully communicate its goal for both Rhard test cases.

We can conclude that DAUS does not generalize well to unseen user goal sub-
tasks. Nevertheless, the overall performance of the fine-tuned models across all
of the subtasks is still comparable to the performance of few-shot based models
(e.g., B+C correctly predicts the subtask type, on average, in 66% of the dia-
logues, while Llama-2 2-shot does it in 69% of the dialogues, on average).

7.4.4 Utterance-Level Metrics

In addition to dialogue-level metrics detailed in Section 7.3, we consider a num-
ber of utterance-level metrics. Such metrics are based on comparisons of gener-
ated utterances to the target utterance in the test set of the appropriate dataset,
described in Section 7.2.1. We consider two main types of utterance-level met-
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Table 7.7. NLG- and NLU-based utterance-level metrics.

BLUE ROUGE BERTScore METEOR utterance_sim intent_sim entities_R entities_P entities_F1

MultiWOZ
Llama-2-7b 0.12 0.18 0.85 0.16 0.31 0.67 0.22 0.35 0.37
Llama-2-13b 0.13 0.19 0.85 0.16 0.32 0.67 0.26 0.36 0.38
Llama-2-13b-fine-tuned 0.12 0.19 0.85 0.16 0.31 0.67 0.26 0.35 0.37

AutomotiveData
Llama-2-7b 0.22 0.24 0.88 0.17 0.52 0.58 0.44 0.18 0.47
Llama-2-13b 0.42 0.43 0.92 0.26 0.68 0.73 0.42 0.25 0.47
Llama-2-13b-fine-tuned 0.42 0.43 0.92 0.26 0.68 0.73 0.42 0.25 0.47

rics: 1) natural language generation (NLG) metrics; and 2) natural language
understanding-based (NLU) metrics. We compute several well-known NLG met-
rics: BLEU [Papineni et al., 2002], ROUGE [Lin, 2004], BERTScore [Zhang et al.,
2020a], METEOR [Lavie and Agarwal, 2007], as well as cosine similarity be-
tween embedded generated and target utterances.

Moreover, we design several domain-specific NLU-based metrics. TOD sys-
tems are composed of multiple modules, with NLU module, that aims to under-
stand and parse the given user utterance, being one of the essential modules.
Thus, we employ NLU component of the TOD systems to extract user (simula-
tor) intent and mentioned entities, Similarly to NLG-metrics, we compare the
intent and entities extracted from the generated utterance, to those in the target
utterance. Specifically, we design the following metrics:

• Cosine similarity between the embedded intents extracted form the gen-
erated utterance and the target utterance. Intents are embedded with
RoBERTa model.

• Cosine similarity between the generated and the target utterance, in which
the entities were masked. Utterances are embedded with RoBERTa model.

• Precision, Recall, and F1 of entities between the generated and the target
utterances.

Table 7.7 shows the results across the described metrics. However, as ob-
served in multiple experiments throughout this dissertation, the automated utterance-
level metrics do not show any significant differences between the different ap-
proaches. In other works, they do not correlate well with other metrics used to
evaluate our approach. Therefore, we do not rely on them for making strong
conclusions about overall conclusions about models’ performances.
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Table 7.8. Percentage of the observed patterns per sample annotated in simu-
lated dialogues in MultiWOZ.

Label FlanT5 DAUS

Hallucination 73% 36%
Looping simulator 69% 6%
Incomplete goal 78% 53%
Looping system 20% 22%
NLU misclassification 60% 40%
Forced end 27% 27%

7.5 Qualitative Analysis

In this section, we detail and discuss the findings of our qualitative analysis of
simulated dialogues.

7.5.1 Human Evaluation of Generated Dialogues

Table 7.8 presents the prevalence of patterns, described in Section 7.3.3, ob-
served through manual annotation of the simulated MultiWOZ dialogues. We
observe consistent decrease in hallucinations, reduced number of dialogues with
incomplete goal fulfillment, as well as reduced repetition of utterances in di-
alogues generated by DAUS, compared to FlanT5-based simulator. Below, we
report the main findings from our analysis.

Hallucinations. The percentage of dialogues containing hallucinations drops
from 73% for FlanT5-based simulator to 36% with DAUS. We observe that FlanT5
frequently experiences severe failures, mostly because it generates non-specified
pieces of information, such as defining a random range of time for a taxi pickup,
inventing a location for an attraction or referring to a restaurant that have not
been previously mentioned. Such hallucinations lead to dialogue failures, with-
out possibility to recover the conversation. On the other hand, DAUS does not hal-
lucinate nor misinterpret entities from the user goal and the dialogue, but rather
sometimes asks for additional information that is not required by the user goal
(e.g., asking restaurant’s phone number, even though it is not strictly specified in
the goal). Thus, we conclude that not only the prevalence of the hallucinations
is reduced, but also their severity.
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TOD system failures. We observe that the dialogue frequently stops before all
of the subtasks from the user goal are completed (i.e., if the goal requires to
book a restaurant and a taxi, perhaps only the restaurant is booked). While this
is partly due to the simulator missing certain part of the user goal, it often hap-
pens due to the TOD system failures. We observe several issues with the TOD
system within the ConvLab2 framework. First, as mentioned in the previous
paragraph, the system aims to prematurely complete the dialogue, thus offer-
ing no opportunity to the user (simulator) to fully express their goal. Second,
the system’s NLU component often misclassifies certain entities, leading to incor-
rectly booked restaurants or similar. An example dialogue of both prematurely
ending the dialogue and NLU misclassification:

CUSTOMER: Can you help me with a robbery that happened? I am the victim.
ASSISTANT: Thank you for using our services . (forcing premature end of conversation)
CUSTOMER: It happened at 9:10
ASSISTANT: Can you tell me which day you ’d like to travel on? What is your destination?
Where will you be departing from? (NLU misclassification)

Finally, we observe loops in system’s policy, where the system is stuck in policy
states and is not able to continue the conversation.

7.5.2 Domain-specific Vocabulary

During our analysis of conversations generated using our internal TOD system,
we observed that DAUS acquires domain-specific vocabulary, which we believe
enhances its performance. For instance, when scheduling a vehicle service ap-
pointment, customers specify the preferred transport type, usually dropoff (the
customer drops off the vehicle and returns when the service is complete) or waiter
(the customer waits at the dealership during the service). This phenomenon,
supported by performance improvements for Transport Type (see Table 7.3), is
evident through qualitative dialogue analysis. Our initial experiments indicate
that in-context learning approaches aiming to explain these terms in the prompt
do not consistently capture their nuances.

Additionally, we noticed that, when fine-tuned on AutomotiveData containing
phone call conversations with real users, DAUS tends to generate filler words like
“uhm” and “yeah”.
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7.5.3 Inter-annotator agreement

Table 7.9 shows inter-annotator agreement, as measured by Fleiss’ κ, per model
and per type of pattern.

Table 7.9. Inter-annotator agreement, as measured by Fleiss’ κ for samples
from DAUS and FlanT5-XL.

DAUS FlanT5-XL

Hallucination 0.365 0.499
Incomplete Goal 0.585 0.754
Looping Simulator 0.319 0.687
NLU Misclassification 0.356 0.308
Forces end of dialogue 0.314 0.367
Looping System 0.640 0.084

Table 7.10 shows three examples of failed simulated dialogues.

7.6 Conclusions

The use of a domain-aware LLM-based user simulator, such as DAUS, shows promis-
ing results in multi-turn interactions with TOD systems. It can understand and
fulfill user goals by generating consistent and faithful utterances. Compared to
previous LLM-based approaches, our method has demonstrated superior perfor-
mance, as measured by multiple metrics designed to capture the fulfillment of the
given goal, as well as faithfulness across the dialogue. This indicates that DAUS is
capable of effectively simulating user behavior and can serve as a valuable tool for
testing and evaluating TOD systems. Moreover, our approach requires relatively
small training dataset (just a few thousand dialogues) and imposes modest com-
putational demands, thanks to parameter-efficient fine-tuning. Consequently, it
stands as a feasible choice for wider adoption within the NLP community.

The potential applications of LLM-based user simulators are synthetic data
augmentation, supporting reinforcement learning approaches, and TOD system
evaluation. DAUS’s reliability and consistency to the user goal make it particularly
suitable for TOD system evaluation. As we have seen previously, an incomplete
user goal can mainly imply two scenarios: a user simulator who hallucinates or
a TOD system that is not able to understand the user’s requirements. Therefore,
the presence of a reliable user simulator is crucial: it allows us to identify the
TOD system’s errors with high accuracy.
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Moreover, we stress that at the center of our approach is an LLM, leading to
potentially different generations given the same input, depending on the sam-
pling method. This means that DAUS is more flexible than certain agenda-based
simulators, which usually rely on template-based responses. As such, we are
able to simulate a dialogue with the same user goal multiple times, which results
in multiple different attempts of the simulator to fulfill its goal, going through
potentially different conversational paths. Therefore, we are able to test the ro-
bustness of the TOD system to different expressions of the same user goal.

We noticed a decrease in performance when certain user subtasks are omitted
from the training dataset when we fine-tune DAUS, although the overall perfor-
mance remains comparable to that of few-shot models. In our analysis, we did
not investigate if providing one or two dialog shots would address this perfor-
mance decrease.
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Table 7.10. Examples of common failures observed through qualitative analysis.

Example 1:
REQUIREMENTS: You are looking forward to trying local restaurants. You are looking for a particular restaurant. Its name is called cote. Once you find a
restaurant, make sure you get postcode. Once you find the restaurant you want to book a table for 7 people at 12:00 on tuesday. You are looking for a place to
stay. The hotel should be in the cheap price range. The hotel should be in the north. The hotel does not need to include free parking. The hotel should be in
the type of guesthouse. If there is no such hotel, how about one that is in the moderate price range. Once you find a hotel, make sure you get postcode, phone
number. You also want to book a taxi to commute between the two places. The taxi should arrive at the restaurant from the hotel by 02:45. Once you find
a taxi, make sure you get car type, phone number
CONVERSATION:
...
CUSTOMER: Thank you and please wait for the taxi .
ASSISTANT: What time will you be leaving . What time would you like to arrive ?
CUSTOMER: I would like to depart at 2 :45 to return at 5 :15 . (hallucination)
ASSISTANT: Thank you for using our services .
CUSTOMER: Thank you .
ASSISTANT: I ’ m happy to have been able to help you today .
CUSTOMER: Thank you for the help the table has been booked and taxi has been booked .
ASSISTANT: What time would you like to leave ?
CUSTOMER: I would like to leave at 2 : 45 to return at 5 :15 . (hallucination)
ASSISTANT: Your booking is complete , a tesla will be picking you up . The contact number is 45067427198 .
CUSTOMER: Thank you , have a nice day !
ASSISTANT: Ok , thank you . Have a good day .
CUSTOMER: Can you check cote restaurant please . (looping)
ASSISTANT: It is in the centre area .
CUSTOMER: Can you check cote restaurant please . (looping)
ASSISTANT: They serve french . It is in the centre area .
CUSTOMER: Thank you for your help and have a good day !
ASSISTANT: Thank you for using our services .
CUSTOMER: Can you check the cote restaurant . (looping)
ASSISTANT: Okay , how about cote ? That is a french restaurant .
CUSTOMER: Can you check cote restaurant please .
ASSISTANT: That is a french restaurant . They are in the expensive price range .
CUSTOMER: Thank you for your help and have a good day !
ASSISTANT: You are more than welcome !.
CUSTOMER: Can you please look up cote restaurant for me please . (looping)
...

Example 2:
REQUIREMENTS: You are looking for a place to stay. The hotel should have a star of 4. The hotel should be in the centre. The hotel should be in the expensive
price range. The hotel does not need to include free parking. If there is no such hotel, how about one that has free parking. Once you find the hotel you want
to book it for 5 people on sunday for 3 nights
CONVERSATION:
CUSTOMER: I want to find a hotel with a four star rating.
ASSISTANT: I am sorry I have no listings for any with four stars . (NLU misclassification since later it does find criteria)
CUSTOMER: How about a guesthouse?
ASSISTANT: Unfortunately , I couldn’t find anything with four stars . I can’t find any guesthouse that fit your criteria , i’m sorry .
CUSTOMER: That’s fine, but can you try finding an expensive hotel in the centre of town?
ASSISTANT: There aren’t any that match your criteria in the centre . Any other suggestions ? There is none that is expensive . Would you like to change your
criteria ?
I am sorry I have no listings for any with four stars . Sorry there is no hotel fitting the description you asked for.
CUSTOMER: I am looking for a 4 star hotel that is expensive and in the centre of town with free parking.
ASSISTANT: How about university arms hotel ? It is in the centre area . It has wifi . It is a hotel . The hotel is 4 stars .
CUSTOMER: Can you book it for me?
ASSISTANT: You are more than welcome !
CUSTOMER: Ok. Book me for 5 people on sunday for 3 nights.

Example 3:
REQUIREMENTS: You are also looking for a train. The train should depart from cambridge. The train should leave on sunday. The train should go to stansted
airport. The train should arrive by 08:45. Once you find the train you want to make a booking for 1 people. You are looking forward to trying local restaurants.
The restaurant should be in the centre. The restaurant should be in the expensive price range. The restaurant should serve modern european food. Once you
find a restaurant, make sure you get postcode
CONVERSATION:
...
CUSTOMER: Thanks. I’m also looking for a restaurant.
ASSISTANT: I have 110 options for you !. How about curry prince ?
CUSTOMER: I need something in the centre. and I would like to spend some money. Expensive please.
ASSISTANT: We have 33 such places . I would suggest cote . It is located in the centre .
CUSTOMER: Is Cote a modern European restaurant?
ASSISTANT: There no modern european restaurants that I can find right now . Would something else work ? I do n’t have anything in the expensive range that
fits that criteria . I ’ m sorry . i can not find details for cote . I have n’t found any in the centre.
CUSTOMER: I really need a modern european restaurant, preferably expensive. I’ll try a different area, if necessary.
ASSISTANT: I do not have anything in that price range for modern european . Another criteria perhaps ? There are no expensive ones . I ’ m sorry . i can not
find details for cote . There no such restraunts in centre. There are no modern european restaurants . No expensive restaurant. I ’ m sorry . i can not find details
for cote . There no such restraunts in centre. (looping)
CUSTOMER: Can you please try one more time? I really need an expensive restaurant, thank you.
ASSISTANT: I am unable to find any modern european restaurants in town . There are none in expensive , perhaps something else ? I ’ m sorry . i can not find
details for cote . I did not find any restaurants in centre . (looping)
CUSTOMER: What about expensive modern european?
ASSISTANT: There are no modern european food places , shall I run another search ? There are none in expensive , perhaps something else ? I ’ m sorry . i can
not find details for cote . Sorry , there are no restaurants like that in the centre . (looping)
CUSTOMER: Yes please run another search.
ASSISTANT: Thank you for contacting the help desk . Have a great day . (forces premature end of conversation)
CUSTOMER: What did you find for expensive modern european?
ASSISTANT: There are no modern european restaurants unfortunately . There are none in expensive , perhaps something else ? I ’ m sorry . i can not find details
for cote . I am sorry there is none even in the centre. (looping)
CUSTOMER: You are sorry. I am sorry. You are unhelpful. I will find my own place to eat.
ASSISTANT: Have a good day .
CUSTOMER: Wait, I’m sorry. What can you suggest for expensive modern European restaurants?
ASSISTANT: I do not have anything in that price range for modern european . Another criteria perhaps ? I do n’t have anything in the expensive range that fits
that criteria . I ’ m sorry . i can not find details for cote . I am sorry but there are no restaurants that fit that criteria in the centre . (looping)
CUSTOMER: I would really like a restaurant please. Can you search again?
...
ASSISTANT: Have a good day .
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Chapter 8

Discussion

While we discussed specific research pieces presented throughout the disserta-
tion in their corresponding chapters, in this chapter, we aim to aggregate the
findings of our multiple studies and provide an overview from an holistic point-
of-view. This chapter offers discussion on the topics covered throughout the dis-
sertation and acknowledge the limitations of our approaches. We first address
the mixed-initiative approaches, followed by the discussion on LLM-based user
simulation methods for conversational systems.

8.1 Clarification in Conversational Search

In this section, we reflect on the studies presented throughout the Part I of the
dissertation, aggregate their findings, and acknowledge their limitations.

8.1.1 Generating Clarifying Questions

In Chapt. 3, we address the challenge of constructing clarifying questions. To
this end, we proposed an LLM approach to facet-based question generation. We
note two main discussion points of this approach:

• Extracting appropriate query facet is not straightforward;

• LLMs hallucinate and are a black box.

We discuss both points below.
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Facet Extraction for Clarifying Questions

To design our question generation method [Sekulić et al., 2021], we assume the
facets needed to construct the question are given. However, this is not the case
in real-world scenario, where we need to deal with continuous stream of new
queries. To address this issues, we analyze the possibility of extracting the query
facets from a list of documents retrieved in response to the initial query [Sekulić
et al., 2022]. By comparing the retrieved documents to the already constructed
clarifying questions from Qulac [Aliannejadi et al., 2019b], we find that facets
from questions indeed do appear in the list of documents. However, their selec-
tion is not straightforward. In other words, although the retrieved documents
provide a rich source of information, especially in terms of entities, correctly
utilizing this information with a goal of selecting facets for clarifying question
construction is challenging. The challenge mostly arises from the sheer volume
of information available. Specifically, a large number of entities appear in each
of the documents, while only a few of them are feasible for a selection as a query
facet. We find that frequency-based features are not successful in selecting such
facets from the noisy set of entities, and thus call for further research on the
described facet-based approaches.

MIMICS [Zamani et al., 2020b], a collection of datasets for studying clarifica-
tion in search, is, on the other hand, constructed from search engine query logs.
Such query logs have two main advantages over retrieved documents, viewed
through the task of facet extraction: 1. they are large-scale, offering billions of
queries and query reformulations; 2. they are based in real-world queries, gen-
erated by real users. However, the sheer volume of queries also carries some
disadvantages, mostly in terms of the high noise of the data. Thus, pruning tech-
niques are also necessary to extract precise query facets. Regardless, Zamani
et al. [2020b] present and release multiple datasets, ranging from scale-oriented
(containing thousands of examples) to precision-oriented datasets (annotated
by humans). Thus, facet extraction from query logs is a valuable approach for
constructing clarifying questions. However, as mentioned, these query logs are
usually not available to wider research audience.

Another line of research attempts to generate query facets for clarification.
Recently, Hashemi et al. [2021] propose an LLM-based approach for learning and
generating query intents. While the authors report decent success on generating
MIMICS [Zamani et al., 2020b] clarification panes, which consist of a question
and several query facets (intents), their applicability to conversational search has
not been explored. Nonetheless, LLMs’ generative capabilities pose a promising
direction in both generating query facets [Hashemi et al., 2021] and generating
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clarifying questions [Sekulić et al., 2021].
We conclude that significant contributions towards construction of clarifying

questions has been made in the last several years. However, approaches pre-
sented in this dissertation, based on extracting query facets for clarifying ques-
tions from the retrieved list of documents, prove to be difficult for successful uti-
lization. Thus, extracting query facets from query logs [Zamani et al., 2020b] or
generating them with LLMs [Hashemi et al., 2021]might result in higher-quality
facets, and, consequently, in higher-quality clarifying questions.

LLM-based Question Generation

In recent years, LLMs have reached unprecedented success in text generation.
Consequently, they have proved useful in generating clarifying questions. How-
ever, LLMs are know to hallucinate [Ji et al., 2023], i.e., generating text not
aligned with the underlying task and context. Thus, careful fine-tuning tech-
niques and evaluations are necessary to ensure consistency of the generated text.
Nonetheless, it does not guarantee the complete mitigation of hallucinations, as
hallucination can as well happen due to overfitting to the training data. On the
other hand, template-based question generation [Zamani et al., 2020b]mitigates
this issue, as questions are usually directly constructed from the query facets.
However, as shown in Sekulić et al. [2021], such questions are less natural then
the LLM-generated ones.

Moreover, LLM approaches to generating questions presented in this disser-
tation [Sekulić et al., 2021] require appropriate training data to be fine-tuned
on. We note that these kind of datasets might not always be available. Thus,
adapting our approach to slightly different scenarios, e.g., to a scenario where
a question about multiple facets is generated, requires to first construct an ap-
propriate dataset for the task. Recent state-of-the-art LLMs, e.g., ChatGPT, offer
the possibility of in-context learning—the task is simply explained in the prompt
fed to the LLM, thus mitigating the need for large datasets and fine-tuning pro-
cedures. However, as discussed in Sect. 8.2.3, such LLMs are significantly larger
in size, therefore increasing the operational computational costs. Moreover, in-
context learning for clarifying question construction has not yet been explored.

8.1.2 Limitations

In this section, we acknowledge and discuss limitations of our approaches to
modeling mixed-initiative conversational search, presented throughout the dis-
sertation.
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Timely Interventions

Throughout the dissertation, we propose and discuss several methods related to
clarifying questions. However, an important principle of a holistic MICS system
is a timely intervention [Horvitz, 1999]. The system should thus be able to de-
cide when to be proactive and potentially prompt the user with a question. Such
timely actions can be modeled through clarification need, i.e., whether there
is a need for asking a clarifying question, based on the user’s query and con-
text [Aliannejadi et al., 2019b]. Moreover, Zou et al. [2023] find that prompting
the user with poor-quality clarifying questions might actually hurt their satisfac-
tion with the search system, as well as result in poor search performance. The
system might thus chose not to ask a question, if no high-quality question is
available.

In our work, we follow the evaluation settings proposed by the curators of the
used datasets [Aliannejadi et al., 2019b, 2020b, Zamani et al., 2020b], which dic-
tate that clarifying question can, or should, be prompted at each conversational
turn. However, as we do not explicitly model clarification need, nor other types
of timely interventions, we acknowledge this as a limitation that should be ad-
dressed in the design of next-generation MICS systems. A recent study towards
this direction was done by Meng et al. [2023], who analyze system initiative in
CIA systems.

Single- vs Multi-turn Interactions

While the core subject of the dissertation is conversational search, thus implying
multi-turn interactions, as described in Sect. 2.1, certain studies presented in this
document remain limited to one or two conversational turns only. The reason
for this is mainly the design of the datasets available for our research, which
mostly rely on single-turn evaluation [Aliannejadi et al., 2019b] or predefined
conversational trajectories [Dalton et al., 2020]. For example, the main task in
Qulac [Aliannejadi et al., 2019b] is to select an appropriate clarifying question
based on the initial user’s query. After asking the question and receiving the
answer, the system presents relevant results to the user, where the conversation
stops. Nonetheless, we acknowledge that these data collections provide a crucial
step in the development of MICS systems and our contributions built on top of
them should generalize to a true conversational setting, which is still troublesome
to achieve [Balog, 2021].
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Multi-faceted Clarifying Questions

We proposed and analyzed several methods for composing facet-based clarify-
ing questions [Sekulić et al., 2021, Sekulić et al., 2022, Litvinov et al., 2024].
However, these methods focused only on single-faceted questions, such as “Are
you interested in [X]?”, where X is a query facet. As the MICS needs to balance
the cost, in terms of user’s time and effort, and their benefit [Aliannejadi et al.,
2021a], multi-faceted questions might be a better fit in certain scenarios. For
example, instead of asking a question three turns in a row, about facets X, Y and
Z, the system might simply ask “Are you interested in [X], [Y], or [Z]?”. We ad-
ditionally allude to the fact that selecting these facets, out of a larger group of
facets, is a challenging research direction.

Different Types of Initiative

While this dissertation addressed mixed-initiative conversational search mostly
through the lens of clarifying questions, mixed-initiative extends to different
types, such as prompting the user with suggestions or warnings. While we ac-
knowledge the importance of these types of system initiative, they fall out of
scope for the topic of this dissertation, as our work remains limited to modeling
clarifying questions.

User Engagement Prediction

In Chapt. 4, we presented our approach for predicting user engagement with
clarification panes in a traditional search setting. We showed that transformer-
based methods perform significantly better in the task of engagement level pre-
diction than traditional ML models. Furthermore, we demonstrated the benefits
of utilizing information from search engine result pages, such as titles and text
snippets of retrieved documents. However, while we hypothesize that the benefit
arises from the signals indicating ambiguous or faceted queries (e.g., such queries
might retrieve a list of results that has been diversified [Jiang et al., 2015]) , this
hypothesis has not been explored.

Moreover, we do not explore the transferability of the engagement level pre-
diction task to selecting appropriate clarification panes. Intuitively, engagement
level of a clarification pane should correlate with its relevance to the query, thus
potentially serving as a strong signal for ranking and selecting the panes. How-
ever, we do not explore this hypothesis in this dissertation.
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8.2 LLM-based User Simulation

Chapters 6 and 7 present LLM-based user simulators for conversational systems,
including conversational search systems and task-oriented dialogue systems. We
discuss both advantages and limitations of our approach. Our main goal in the
development of simulation methods is to ease the evaluation of conversational
systems. However, we discuss other applications of user simulation.

8.2.1 Advantages over Agenda-based Simulation

LLM-based approaches have several advantages over agenda- and rule-based
based approaches to user simulation:

Independent of a System. LLM-based user simulators interact with a conversa-
tional system strictly through natural language, as a real user would. Thus, they
do not require knowledge of the inner-workings of the system, which is a limi-
tation of the agenda-based approaches that usually rely on specifically defining
actions in system’s policy.

Adaptable to Changes in the System. Due to their independence, LLM-based
simulators are more easily adaptable to slight changes in the system. For exam-
ple, an added state and action in the system’s policy would require the imple-
mentation of corresponding pair of actions in the agenda-based simulator. On
the other hand, LLMs are more robust to such changes, as their interaction is
strictly through text.

Transferable Across Systems. Not only are the LLM-based user simulators adapt-
able to intra-system changes, but also to different systems. As shown in Chapt. 6,
our user simulator is able to interact with different varieties of conversational
search systems. This enables seamless comparison of different systems.

Faster Development. The implementation of agenda-based simulators involves
designing a policy, with its set of actions and states, which corresponds to the sys-
tem’s policy. Thus, their implementation can be as complex as designing the con-
versational system we aim to interact with. On the other hand, LLMs offer faster
development and enable implementation of the simulators by only fine-tuning
them on relevant conversational data. Moreover, the development is especially
sped up with in-context learning, where the necessity of fine-tuning is eliminated
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and the simulator only requires specifically designed instructions to interact with
the system.

8.2.2 Exploring Conversational Trajectories

Large language models offer inherent randomness in text generation. Specifi-
cally, generated texts depend on multiple sampling parameters (e.g., tempera-
ture, nucleus sampling parameter). These can either be set to be more conserva-
tive and produce predictable text or to produce novel text. By allowing a degree
of randomness in utterances generated by LLM-based user simulators, we ensure
the ability to explore multiple conversational trajectories.

As discussed multiple times through this dissertation, the simulator’s task is
to satisfy given information need or given user goal. As the number of conver-
sational trajectories from an initial query to satisfying these goals is potentially
infinite [Balog, 2021], meaning each user can arrive at the goal in a slightly
different way, large language models offer us the ability to explore these paths.

We explored this hypothesis in Chapt. 7, where we allow the simulator to in-
teract with our system multiple times, with slightly different conversations gen-
erated each time. This allows to compute the ratio of successful conversations,
i.e. ones where the simulator has reached its goal, and, more importantly, ana-
lyze in detail unsuccessful conversations. Often, we observe that slight changes
in expression of simulators user goal, result in vastly different conversational tra-
jectories. This allows us to potentially probe task oriented dialogue systems, and
automatically detect errors, such as missed intend or loops in the policy. We note
that this would not be possible with agenda-based simulators nor with template
based text generation, thus emphasizing the advantages of the LLMs.

8.2.3 Performance vs Cost

In Chapt. 6, we introduced two user simulators for conversational search. We
note that in-context learning approach has several potential advantages over the
previously introduced fine-tuning-based approach. For example, only a couple
of examples must be given to the model, thus mitigating the need to create task-
specific datasets. As such, prompt-based few-show learning can adapt to various
tasks. Nonetheless, prompting only became a recently valid method due to sig-
nificant advancements in LLMs. However, the next generation of LLMs requires
significantly more processing power and is not feasible to run on single compute
nodes. This consequently raises the cost of such methods. Thus, fine-tuning
medium-sized LLMs, such as GPT-2, might still be a potentially desirable path.
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In this paper, we compare the two methods across several aspects and discuss
the potential advantages of one over the other.

While both GPT2- and GPT3-based user simulators can generate natural and
valuable answers to clarifying questions, as demonstrated by our experiments
presented in Sect. 6.5, GPT3 is still significantly better. Moreover, the difference
in performance becomes wider in the multi-turn setting, indicating the overall
superiority of the GPT3-based simulator for the task. This was expected, as GPT-
3 was trained on a significantly larger dataset (570GB of text) than GPT-2 (40GB
of text) and is much more significant in terms of parameters (175 billion for
GPT3 vs 1.5 billion for GPT2) [Brown et al., 2020]. However, the increase in
performance comes with the rise in cost. Specifically, Davinci model used in
our experiments costs $0.0200 per 1K tokens1. When the cost of pre-training
such models is considered, it extends well beyond the cost of pre-training and
GPT2-based methods. For example, to run GPT3, we need at least 5 80GB A100
GPUs2, while GPT2 runs smoothly on a single 12GB GPU. As such, it would be
incredibly beneficial if smaller-scale LLMs could be used on specific tasks with
reasonable success. Achieving such performances with smaller-scale LLMs could
be the direction towards sustainable AI [Sadat Moosavi et al., 2023].

8.2.4 Limitations

In this section, we outline several limitations of LLM-based approaches to user
simulation for conversational search and task-oriented dialogue systems.

Simplified User Model

Balog [2021] argues that persona is an important part of user simulation. How-
ever, neither USi and ConvSim explicitly model persona and are not grounded
in a specific user model. While this follows the paradigm presented through the
series of TREC CAsT [Dalton et al., 2020, Owoicho et al., 2022], where conver-
sations on a topic are presented without any notion of the user, it does not fully
encapsulate a realistic scenario. Thus, the next generation of user simulators for
MICS should incorporate a user model and adjust to the given user persona. Re-
cently developed TREC iKAT [Aliannejadi et al., 2024] potentially offers the basis
for such research, as it models conversational passage retrieval, conditioned on
user persona description.

1Cost at the time of submission: https://openai.com/pricing.
2The exact compute required is not available as the model is closed-source. This is the estimate

by the AI research community.

https://openai.com/pricing
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Hallucinations

LLMs are prone to hallucination [Ji et al., 2023]. In our analysis in Chapt. 7,
we observed instances where our LLM-based simulator exhibit hallucinations.
Despite being superior to in-context learning approaches like those presented in
Terragni et al. [2023], we still encountered cases of LLM responses that devi-
ated from the expected or coherent output. These hallucinations may lead to
unpredictable and potentially inappropriate responses in certain conversational
contexts, raising concerns about the reliability and safety of such systems.

It’s a Black Box

Another limitation of an LLM-based approach is that it is essentially a black box.
The simulator makes decisions based solely on its understanding of the task,
conditioned on the weights of the neural network composing the LLM. No expert
knowledge, policy, contextualized state, or other rules are taken into account.
The advantage of agenda-based simulator is that the steps taken, actions and
decisions made are directly traceable. While the reasoning capabilities of LLMs
are becoming increasingly better, as demonstrated in this dissertation, future
work calls for a necessity of potentially combining rule-based, i.e., agenda-based,
approaches with LLMs [Bernard, 2023].

Closed-Source LLMs

The approaches presented in Chapts. 6 and 7 has several inherent limitations, pri-
marily stemming from the use of LLMs. Most notably, GPT-3.5, the model we uti-
lized in our experiments, is not open-source and freely available, which can hin-
der replicability of the experiments. Another limitation is related to the opaque-
ness of the model’s training and fine-tuning processes. These models undergo
pre-training and fine-tuning on diverse datasets, the specifics of which are often
undisclosed. Consequently, it is challenging to ascertain whether these models
have been exposed to specific datasets, such as MultiWOZ 2.1, or datasets with
similar characteristics, which could raise concerns about models performance
and potential biases.

Fine-tuning Data

The methodology presented in Chapt. 7 relies on conversational data for fine-
tuning LLMs. This reliance introduces additional limitations. Firstly, obtaining
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suitable conversational data may be challenging or even unfeasible in some sce-
narios. Researchers may resort to crowd-sourcing tools to gather dialogue exam-
ples or use LLMs themselves to generate synthetic data, which could introduce
biases or inaccuracies. Secondly, the quality of the conversational data used for
fine-tuning plays a pivotal role in the model’s performance. In our study, we
utilized well-curated conversational data, but we did not investigate the impact
of using noisier or less meticulously curated data. The use of lower-quality data
sources may affect the model’s performance and raise questions about its relia-
bility and robustness in real-world applications.



Chapter 9

Conclusions

In this chapter, we conclude this dissertation by summarizing the carried out
work (Sect. 9.1) and listing our main contributions (Sect. 9.2). Section 9.3 out-
lines possible continuations of our work.

9.1 Summary

The main motivation for the work carried out in this dissertation was to make
steps towards the next generation of conversational systems. It is thus primarily
concerned with mixed-initiative conversational search, with a focus on clarifica-
tion and user simulation.

Part I covered several studies related to mixed-initiative conversational search.
First, we proposed an LLM-based clarifying question generation method. The
method, given an initial query and query facets, outputs coherent and natural
questions, that can then be prompted to the user with a goal of elucidating its
information need. However, as discussed in Chapt. 3, acquiring the appropriate
query facets is not straightforward. To shed light on the problem, we explored
the possibility of extracting query facets from the list of documents retrieved in
response to the initial query. We found that, while term- and topic modeling-
based methods indeed contain such facets, their extraction from noisy document
sets is challenging. We additionally briefly explore the potential of generating
query facets via LLM-based methods. To conclude the chapter, we propose a
novel method for processing answers to clarifying questions with the purpose
of improving the retrieval effectiveness of MICS systems. The method is based
in predicting usefulness of the posed question and a given answer, where the
initial query is enriched with either (or both) if deemed useful, i.e., if it carries
additional information that clarifies the information need.

185
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Second, in Chapt. 4 we proposed a task to predict engagement level with
clarification panes in a traditional search setting. We cast the task to a regres-
sion problem, where engagement level is indicated by a real number between
0 and 1. Experiments on MIMICS dataset demonstrate the superiority of LLM-
based methods over traditional ML methods for the task. Moreover, we find that
including information from the documents retrieved in response to the initial
query increases the performance, once again indicating their importance.

As motivated throughout this document, conversational information access
systems require appropriate interfaces for user interaction. Generating concise
system responses is considered an essential component of CIA systems. Chap-
ter 5 thus presented our method for generating self-contained system responses
to users’ questions. To this end, we based our method in salient entities (i.e.,
entities crucial for understanding of a given text) and proposed to rewrite the
original response by either providing in-line explanations of identified salient en-
tities or offering to clarify them in case they are unfamiliar to the user. Through
a crowdsourcing-based experiment, we found strong preference of the rewritten
response over the original ones. However, we also identified high subjectivity in
the preference of the rewrite type, thus motivating further research on personal-
ized response rewriting.

Part II dealt with user simulation for conversational search and task-oriented
dialogue systems. We first motivated the necessity of user simulation for evalua-
tion of conversational systems due to expensive and time-consuming user studies
and unrealistic offline evaluation procedures. In Chapt. 6, we first proposed a
method capable of assuming a user’s role in the interaction with MICS system
by answering prompted clarifying questions. We showed that the generated an-
swers are both in line with the given information need description and coherent.
However, the proposed method had significant limitations as it was limited to
single-turn conversations and only to answering clarifying questions. To miti-
gate these limitations, we proposed an in-context learning approach to generate
answers in a multi-turn setting. Additionally, the proposed method is capable
of generating explicit feedback to system’s responses. We showcased the benefit
of exploiting user’s feedback, both in terms of answers to question and explicit
feedback, to the system’s retrieval effectiveness.

While this dissertation was mostly centered around conversational search,
Chapt. 7 instead presented user simulation approach for task-oriented dialogue
systems. There, instead of user’s information need description, the simulator
was given user’s goal description, which included e.g., booking an appointment
for oil change. We motivated the benefits of simulation approaches for TOD
system evaluation and proposed a domain-aware simulator for the task. Specif-
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ically, our proposed method relies on state-of-the-art LLMs and is fine-tuned on
carefully curated in-domain data. We demonstrated the preeminence of the pro-
posed method compared to previously proposed in-context learning approaches.
Our proposed simulator exhibited significantly less hallucinations, thus making
it reliable and more useful for evaluating TOD systems.

Finally, in Chapt. 8, we discussed the main findings of the dissertation. Through
the discussion, we aggregated the findings from several studies and drew con-
clusions. We additionally pointed out several limitations of our research on
mixed-initiative conversational systems. Moreover, we delineate the advantages
and limitations of LLM-based user simulation, comparing the fine-tuning and
in-context learning approaches in terms of effectiveness, cost, and scalability.

In the next section, we summarize the main contributions of the dissertation.
Section 9.3 finally outlines plausible directions for future research.

9.2 Main Contributions

In Part I, we presented our research on mixed-initiative conversational search.
Our contributions can be summarized as follows:

• We proposed a facet-based clarifying question generation method. To this
end, we fine-tuned GPT-2 to generate the questions, given the original
query and its facet as input. Crowdsourcing-based evaluation showed that
our method generates more natural questions than previously proposed
template-based methods, while retaining the usefulness of a question (i.e.,
the model does not hallucinate and the question is on the topic of a given
facet).

• We explored the possibility of extracting query facets for constructing clar-
ifying questions from a list of documents retrieved in response to a query.
Our approach, based in term frequency and topic modeling methods, shows
a promising direction for collection-grounded facet extraction.

• We formally introduce the clarification pane engagement level prediction
task as supervised regression and propose a transformer-based model to
tackle it. We make the code publicly available for reproducibility purposes
and perform detailed analysis of the performance of our model w.r.t. vari-
ous characteristics of the search engine result page.

We additionally contributed towards the challenge of providing appropriate
responses in conversational information access systems:
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• We proposed to rewrite the original response in CIA to make it self-contained.
We would therefore provide in-line explanations of salient entities, i.e., en-
tities deemed crucial for understanding of the response, or offer the user
to learn more about them by asking a follow-up question.

• We performed a crowdsourcing-based study to investigate human prefer-
ence of the rewritten answers compared to the original answers. We ac-
quired specific reasons for the rewrite type preference and release them to
foster future research on the topic.

• We annotated a sample of 360 question-answer pairs to characterize entity
saliency in CIA. We released the annotated data.

In Part II, we proposed several LLM-based user simulation approaches for
conversational systems. In particular:

• We proposed a user simulator, USi, for conversational search system eval-
uation, capable of answering clarifying questions prompted by the search
system. We release the code and pre-trained USi.1

• We addressed the limitations of USi, and designed a user simulator ca-
pable of multi-turn interactions with mixed-initiative search systems. We
released transcripts, code and guidelines2 to foster further research.

• We released a dataset of multi-turn interactions acquired through crowd-
sourcing, that we use to train our multi-turn version of the model. The
dataset consists of 1000 conversations of up to three turns, where crowd-
sourcing workers played the roles of the system that asks clarifying ques-
tions and the user seeking information.

• We performed extensive set of experiments to evaluate the feasibility of
substituting real users with the simulators, shedding new light on the up-
per bound of large-scale language models for the task. To this end, we
compared our fine-tuning and our in-context learning approaches, and dis-
cussed the advantages and limitations of both.

• We proposed a reliable user simulator for task-oriented dialogue systems.
Our method, DAUS, utilizes state-of-the-art LLMs with performance-efficient
fine-tuning on carefully curated in-domain data, thus outperforming pre-
vious in-context learning approaches for the task.

1https://github.com/isekulic/USi
2https://github.com/grill-lab/ConvSim

https://github.com/isekulic/USi
https://github.com/grill-lab/ConvSim
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9.3 Future Directions

In this section, we outline the possibilities of extending the work described in
this thesis. We first discuss about expanding on mixed-initiative approaches in
conversational search, focusing on clarification, but also moving beyond clarify-
ing questions. Next, we describe future work on user simulation, including the
expansion to traditional IR datasets, parametrizing user simulators, and error
detection.

Beyond Single-faceted Clarifying Questions

In this dissertation, we viewed clarification mostly through the lens of single-
faceted clarifying questions. As discussed in Sect. 8.1.2, asking questions about
multiple facets at once might help elucidate user’s information need faster and
in less turns. Thus, future work includes development of multi-faceted clarifying
questions for conversational search. Moreover, there is a necessity for studies on
selecting appropriate, and an appropriate number of, facets. While certain stud-
ies exploring utility and cost-benefit ratio of clarifying questions exist [Azzopardi
et al., 2022], a well-designed solution is still lacking.

Reinvigorating Traditional IR Datasets

Our user simulation approaches presented in Chapt. 6 are initialized with infor-
mation need description. Once initialized, the simulator is capable of multi-turn
interactions with the search system. As information need descriptions are often
a part of traditional, static IR datasets, such as TREC-style datasets, it is possible
to make them conversational via user simulation. This includes adapting the ap-
proach discussed in Sect. 6.4 to the new collections and confirming the reliability
of the utterances generated by user simulators for the new data.

Making static IR datasets conversational would allow the IR research com-
munity to conduct contemporary research whilst making use of decades of well-
established collections.

Extracting Information Need from Relevant Documents

Touching on the above-described idea, in absence of information need descrip-
tions, it is possible to extract them from the query relevance judgments. Every
IR dataset contains queries and annotated corresponding relevant documents,
which satisfy the information need expressed through a query. Thus, designing
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a function that assesses whether information need was satisfied by system’s re-
sponse would involve comparing the response to the documents that are deemed
highly relevant. This comparison can be done via LLMs. Moreover, such task can
be modeled as a classification task, either binary, i.e., information need was sat-
isfied or not, or graded, indicating the degree to which it was fulfilled. A step
further would encapsulate generating explicit feedback aimed to assess which
parts of the information need were, or, probably more importantly, weren’t sat-
isfied. This could be modeled by iterating through a list of relevant documents
and comparing them to the system’s response.

Parametrized User Simulator

A realistic user simulator should closely follow the behaviors of real users [Balog,
2021]. To achieve that, we need both an underlying user model we design our
simulators upon and more control over the types of utterances generated by the
simulators. A solution towards this goal lies in parameterized user simulators.

Parameterized user simulators allow for adjustment towards certain types of
users. For example, Salle et al. [2021] model cooperativeness, i.e. how lengthy
and informative the simulator responses are, and patience, i.e. how many turns
of answering clarifying questions is the simulator willing to partake in before
giving up. Similarly, Owoicho et al. [2023] propose a GPT3-based simulator with
a model for its patience. However, many more parameters could be introduced,
allowing for fine-grade user models. Also, parameters’ scalability could be aimed
at, as previous approaches solely rely on pre-constructed simulator responses,
thus limiting its applicability in real-world scenarios [Salle et al., 2021].

To address the aforementioned limitations, we propose ParaConvSim a user
simulator capable of assuming a user’s role with certain behavior traits, namely:
patience, cooperativeness, and politeness. Unlike previous work, that assumes
users are always at one of the extremes on the spectrum (e.g., always impolite
or always polite), at each conversational turn, we draw on a Bernoulli variable
based on the set parameter to decide the kind of utterance that should be gen-
erated. This ensure the consistency of the generated utterances with in-context
learning and state-of-the-art LLMs.

This work has been submitted to SIGIR’24 as a full paper. However, due to
time limitations, we do not include the study in the main part of the dissertation.
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Error Detection in Conversational Systems

Chapter 7 demonstrated the use of user simulation to detect failures in TOD
system. Failures can be detected by allowing multiple interactions between the
simulator and the system, and measuring the success of each of the interactions.
Then, given a reliable simulator, conversations that do not fulfill given user goal
can be considered to fail due to system’s failure (e.g., missed intent).

Moreover, we can identify break points in conversational systems by pur-
posely generating faulty utterances, thus probing the search system’s robustness.
This would additionally test system’s ability to recover and continue the conver-
sation in the desired direction. On a similar note, we might design a simulator
that performs a sudden topic shift, and indicate what kind of actions would be ex-
pected of the search system. For example, widely used contextual query rewriters
might struggle with sudden topic shifts.

Synthetic Data and Reinforcement Learning

User simulators can be used for evaluating conversational systems, but also for
creating synthetic data to be used for downstream tasks [Meyer et al., 2022].
For example, recently, Abbasiantaeb et al. [2023] utilize LLMs to generate syn-
thetic dialogue data for conversational question answering. Moreover, recent
research demonstrated the power of reinforcement learning methods for conver-
sational search [Wang and Ai, 2021]. User simulation can as well play a crucial
role in the development of reinforcement learning approaches for conversational
systems by providing means to generate training data and evaluate the perfor-
mance in a simulated environment. Such approaches have been explored by
Zhan et al. [2023] in the context of conversational recommender systems, where
the system’s reward is based on the user simulator’s feedback. Future work thus
encapsulates exploring the possibilities of training novel methods, both through
synthetic data and reinforcement techniques, with the user simulators for con-
versational search, proposed in this dissertation.
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Appendix A

Graph-Based Approaches to IR

In this chapter, we describe a novel, but unfinished, graph-based approach to
IR, including graph-based conversational search. It contains parts of the unpub-
lished work done in Sekulić et al. [2021] and Mackie et al. [2021]. As detailed
in the section, the work, although deemed promising, was abandoned due to
unpromising results in the initial experimental phase and the lack of time to
properly pursue the complex graph-based approaches for modeling conversa-
tional search. Thus, we stopped the pursuit of this direction of my PhD and only
outline the vision for graph-based conversational search in Sect. A.3.

A.1 Multi-document Graph-based IR

As mentioned in Chapt. 2, ad hoc document retrieval is a central task of IR, where
given a query the IR system retrieves a list of documents ordered by its relevance
from a large collection. Neural IR models played an important role in the doc-
ument re-ranking step, significantly outperforming previous approaches [Mitra
et al., 2017]. Recent rise of pretrained transformer-based language models, such
as BERT [Devlin et al., 2019], brought unprecedented success in document re-
ranking tasks [Nogueira and Cho, 2019]. However, such large-scale models are
limited by their input size, which restricts them into assessing the relevance of a
single document at a time.

To alleviate the aforementioned shortcoming, we propose a novel graph-
based approach, able to utilize information from multiple documents at the same
time, assessing their relevance simultaneously. The graph is constructed from
the user’s query and the documents retrieved by an initial retriever (e.g., BM25).
Nodes in a graph are words, entities, or other tokens extracted from the texts. We
also include special query and document nodes that aim to capture the impor-
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Figure A.1. An illustrative subgraph extracted from the graph created from
the user’s query “Tell me about memory” (Q) and the retrieved documents (Di).

tant high-level information. The edge between two tokens in the graph captures
token co-occurrence information, while edges between other types of nodes cor-
respond to a priori relatedness of different concepts, as described in Sect. A.1.1.
Graph neural network (GNN) is then applied to the constructed graph to learn
the relevance of document nodes. We model document re-ranking task as node
classification problem.

We conduct experiments on MS MARCO passage re-ranking task, showcasing
the feasibility of our approach. Furthermore, we show the impact of various
graph elements, such as node type features and edge weights, on the overall
performance. Finally, we discuss potential improvements and applications of the
approach to the other areas in IR.

While several approaches to graph construction from text exist in the NLP
community, they are often too fine-grained for IR applications, as we deal with
tens or hundreds of potentially very large documents at a time. For example,
several studies show the benefit of constructing the graph from parsed sentences
(e.g., dependency trees) for tasks dealing with sentence-level predictions, or at
best with relatively short passages [Cui et al., 2022]. However, due to large noise
levels and increased complexity, such a fine-grained approach is not fit for our
setting, where the graph is constructed from queries and up to hundreds of text
documents, each containing multiple sentences. Thus, we take on a higher-level
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approach, where a token appearing in multiple documents is considered as a sin-
gle node, significantly reducing the number of nodes and edges in a graph, while
improving robustness. To do so, we take inspiration from ?, who construct a sin-
gle large graph from a collection of documents for text classification purposes.

The graph is constructed from tokens from a user’s query and the documents
retrieved by an initial retriever, and can be easily expanded with any other rel-
evant information. Nodes in a graph are tokens extracted from the aforemen-
tioned texts, while edges represent meaningful connections between the words,
weighted by co-occurrence information or tf-idf. We describe our graph construc-
tion approach in great detail in the next subsection.

A.1.1 Graph Construction

We propose to create a graph from a user’s query and multiple documents re-
trieved by an initial retrieval method (e.g., BM25). The nodes in a graph are
words, tokens, and entities extracted from these texts, while edges represent
co-occurrence-based relations between them. Moreover, we construct special
high-level nodes, representing queries and documents.

Text Processing

The aforementioned texts are pre-processed by common NLP pipeline. Specifi-
cally, we employ sentence and word tokenizers, followed by stemming and lower-
casing. Finally, we acquire a pre-trained word embedding for each of the ex-
tracted tokens. Additionally, we experiment with different filters designed to
keep only the most informative tokens in the graph. Namely, we propose frequency-
based filtering, which disregards tokens with frequency below a certain thresh-
old, and Part-Of-Speech (POS) based filtering. In the latter, we extract only spe-
cific potentially content-bearing tokens from the texts, such as nouns or named
entities. We employ SpaCy [Honnibal et al., 2020] for all of the text processing.

Nodes

We differentiate three types of nodes:

Token nodes are extracted from texts as described in previous subsection;

Document nodes are connected to all of the tokens extracted from the docu-
ments and serve a high-level representation of the documents;
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Query nodes represent individual queries and are connected to all of the tokens
extracted from the query, as well as to all of the document nodes retrieved
from a collection.

All nodes are represented by a N -dimensional vector, regardless of the type.
Formally, let uuui denote contextual representation of a node i, where uuui ∈ RN .
The representation uuui, in case the node i is a token, is a word vector taken from
SpaCy en_core_web_md pipeline. For other type of nodes, the contextualised rep-
resentation is computed by averaging representation of all token nodes present
in the type of text we are dealing with. For example, to compute the initial rep-
resentation of a single document node, we average word representations of all
the words present in the document.

Edges

Edges between the nodes differ depending on what kind of node types they are
connecting. We define the weight between node i and node j as follows:

Ai j =



























PM I(i, j) i, j are tokens,

TF-IDFi j i is special node, j is word

1 i, j are special nodes

1 i = j

0 otherwise

(A.1)

where we define special nodes as either document or query nodes.
We compute point-wise mutual information (PMI) between token nodes to

capture word co-occurrence information. Formally, this is defined as:

PMI(i, j) = log
p(i, j)

p(i)p( j)
(A.2)

where p(i, j) = #S(i, j)
#S and p(i) = #S(i)

#S . Function S(k) represents the number of
times a token i, or both tokens i and j have appeared in the same sentence, while
#S is a number of total sentences in the considered texts.

A.1.2 Graph Analysis

We analyze several properties of our graph, such as average node degree, number
of nodes/edges, and number of cliques, in order to gain further insight into the
approach. First, we inspect the size of our graphs depended on the number of
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Figure A.2. Pairplot of several aspects of the created graph (number of nodes,
number of edges, average degree, number of triangles), varied by the number
of documents the graph is created from.
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documents we retrieve by our initial retrieval method. Figure A.2 shows that
both the number of nodes and the number of edges increases sublinearly with
the increasing number of documents we create our graphs from. This is due to the
words between documents overlapping, which does not create new nodes in the
graph. Consequently, we are able to utilize tens or potentially even hundreds of
documents for graph creation at a time, unlike recent transformer-based models
where the input size is limited to several hundreds of tokens only, which might
not even include a single full document.

Moreover, we observe that the average degree of the nodes, i.e., the average
number of neighboring nodes, does not change significantly with the increase in
number of documents we create our graph from. Similar observation is made
concerning number of triangles (3-vertex cliques) in the graph, i.e., number of
three nodes interconnected with each other. Furthermore, clear relations be-
tween number of triangles or degree, and number of nodes and edges can be
seen.

A.1.3 The Graph Model

Our re-ranking GNN is inspired by the design principles described by ?. The
architecture consists of an initial multi-layer perceptron (MLP) applied node-
wise, followed by a block of message-passing layers and a final node-level MLP
to compute the final node predictions.

The two MLP consist of two layers of 512 units (except for the last layer
of the final MLP, which is a simple projection to the target space), with batch
normalization and a ReLU activation. The message passing block consists of four
layers with 256 channels, batch normalization and ReLU activation. Let hl

i ∈ R
dl

be the feature of the ith node computed by the lth layer, with h0
i = ui. Each layer

works according to the following message-passing scheme:

hl+1
i = hl

i +
∑

j∈N (i)

(Wlhl
j + bl) + (A jiv

l + cl) (A.3)

where Wl ∈ Rdl+1×dl and vl ,bl ,cl ∈ Rdl+1 are learnable parameters. For the skip
connection of the first layer, we use a learnable linear projection to match the
size of the input to the output.

We train the model using Adam with learning rate of 1× 10−5 with a batch
size of 28 and clip the gradients to have norm 0.5. All hyperparameters were
found through a random search over a total of 30 configurations, keeping the
best model based on the dev loss.
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A.1.4 Results and Analysis

Data

Microsoft Machine Reading Comprehension (MS MARCO) [Nguyen et al., 2016]
is a collection of large-scale datasets focused on question answering, machine
reading comprehension, and passage re-ranking. We focus on the passage re-
ranking MS MARCO dataset, which is the largest humanly-labeled dataset for
ad hoc retrieval to date (Dec 2021). It contains more than 500k queries with
associated relevance labels and the collection of 8.8M passages. Given a user’s
query q, we need to retrieve and rank documents by decreasing relevance to
the query. In this setting, we employ a two-step retrieve and re-rank approach,
where we first use a computationally inexpensive method, specifically BM25,
followed by our graph-based re-ranker to re-rank the top N retrieved documents.
As this initial study aims to make the first steps towards employing GNNs over
graphs extracted from multiple documents, we ensure that at least one relevant
document is present in the training/dev set. This ensures that the model is indeed
able to learn the difference between the relevant and non-relevant documents,
as relevant documents are not often in the top ranked ones retrieved by an initial
retrieval method.

Results

Table A.1 shows the performance in terms of mean reciprocal rank (MRR) over
the baseline on MS MARCO development test. We notice our proposed method
outperforms the BM25 baseline when fed with all of the existing features. While
the margins are small, they are consistent and statistically significant.

Ablation Studies

With a goal of gaining further insight into our model, we perform a series of
ablation studies. First, we explore the impact of different features extracted from
the queries and the documents, namely nouns, entities, and all of the tokens.
Second, we perform ablation study on the graph-based features made available
to our model. Specifically, we experiment with the basic GNN described in A.1.3,
as well as its improved versions that utilise node type features and edge weights.

Results presented in Table A.2 suggest that GNNs based on all of the extracted
tokens from the queries and the documents perform better than the ones trained
on nouns-only. Although the graphs created with all of the tokens significantly
exceed the ones created from nouns in size, the information contained in them
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Table A.1. Results on MS MARCO development set based on different features
extracted.

Model Mean Reciprocal Rank

BM25 0.26
GNN-nouns 0.33
GNN-entities 0.31
GNN-all 0.36

Table A.2. Ablation study on MS MARCO development set. The sign “-”
indicates that these features have been removed from the model.

Model Mean Reciprocal Rank

Full model 0.36
- Node Types 0.33
- Edge Weights 0.34
- Node&Edge 0.31

outweights the potential noise. Moreover, we observe clear improvement when
our proposed GNNs utilised node type features, as described in the Section A.1.3.
This information is important to the GNN, as it provides a focus on which nodes
are special nodes and which require specific predictions, such as document rel-
evance. Similarly, edge features improve the performance of the GNNs. Edge
features provide a weight of the relation, indicating its co-occurrence relevancy
between the two nodes.

A.2 Exploring Complex Topics

In this section, we briefly mention our work towards a probabilistic graph con-
struction framework for entity-centric document ranking. Complex information
needs require a long-form answer to satisfy the user request, which would con-
tain critical information spanning multiple documents and entities [Mackie et al.,
2022]. Unlike factoid questions, where the relevant information is often con-
tained within a single text passage, complex information needs require reasoning
and contextualization across many sources and knowledge.

In order to study the complex relations required for answering such topics,
our graph construction method utilizes entities from queries and multiple doc-
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uments. We analyze various properties of the constructed entity-centric graphs,
such as graph density and transitivity, and their impact on graph quality. More-
over, we assess their feasibility for representing document ranking on complex
topics, as well as other IR tasks requiring aggregation of information across mul-
tiple documents. We find that graphs capture important relations between rel-
evant documents and entities; however, graphs become more sparse as graph
size increases and graph construction quality decreases. We develop a proba-
bilistic graph construction framework using the CODEC dataset [Mackie et al.,
2022]. CODEC provides complex essay-style topics and aligned document and
entity judgments. We use state-of-the-art entity linkers on both documents [van
Hulst et al., 2020] and queries [van Hulst et al., 2020, Wu et al., 2020] to pro-
vide structured connections for entity-centric document ranking. This allows us
to develop query-specific ‘golden graphs’ where nodes are relevant entities and
documents, and edges are connections between relevant entities and documents.
We simulate the quality of graph construction through probabilistically sampling
relevant and non-relevant nodes, which allows us to explore both the size and
quality of graphs.

We find that graphs are capable of capturing cross-document complex re-
lations between entities.Yet, we highlight the graph construction challenges IR
must tackle, finding that graphs become more sparse as size increases and con-
struction quality reduces. Moreover, we show that certain intrinsic graph proper-
ties, such as graph density and transitivity, can be used as features and guidance
for future GNN-based applications. For example, node centrality-based pruning
can increase the precision of the graph, while keeping only a fraction of the ini-
tial nodes and edges. This provides a strong motivation for pursuing graph-based
approaches for IR applications.

To conclude, we performed detailed analysis of various graph construction
methods and graph properties, with a goal of finding entities central to com-
plex topic of the initial query. While certain properties and pruning techniques
indicated promising research trajectories, results on downstream tasks, i.e., doc-
ument and entity ranking, did not yield satisfactory outcomes. As the pursuit of
this graph-based approach required significant time efforts, as well as overcom-
ing the steep learning curve of graph neural network methods, in this disserta-
tion, we do not bring the matter to the final conclusion.
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Figure A.3. An illustrative subgraph extracted from the graph created from
the initial query “Tell me about memory” (Q0), the retrieved documents (Di),
and potential clarifying questions (CQ j).

A.3 Extension to Conversational Search

In this section, we discuss a graph-based approach to several conversational
search tasks. The graph is constructed from the user’s query, the documents
retrieved by an initial retriever (e.g., BM25), and potential clarifying questions.
Graph construction methods rely on the ones outlined in Sect. A.1, where nodes
in a graph are words, entities, or other tokens extracted from the aforementioned
texts. We also construct higher-level query nodes, document nodes, and clarify-
ing question nodes, that aim to capture the important high-level information.
The edge between two tokens in a graph captures token co-occurrence informa-
tion, while edges between other types of nodes correspond to a priori relatedness
of different concepts.

Such holistic graph representation of the conversational search session, would
allow us to tackle several tasks:

• Coreference resolution: all of the entities mentioned in the conversational
history are represented in a single graph, making it possible to resolve po-
tential ambiguity of the current utterances;

• Topic shift prediction: if the graph designed from the current turn differs
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greatly from the graph representing conversational history, it might indi-
cate a topic shift;

• Document relevance assessment: approach similar to the one outlined in
Sect. A.1;

• Clarification need prediction: based on graph density, diversity, and other
properties, we can decide whether to ask a clarifying question or not;

• Clarifying question selection: appropriate clarifying questions can be se-
lected based on the graph representation, or generated based on certain
entities deemed central to the graph.

A strong advantage of our modeling approach is that all of the tasks can be
learned jointly on a single graph, benefiting from each other in the process.

A.4 Discussion

While the previous section suggests promising results for document re-ranking
with the proposed graph-based method, we believe there is still room for im-
provement. In this initial study, we explored the space and complexity of graphs
created from several documents. However, a more detailed analysis of some
aspects of the created graphs is left for a future study. For example, our graph,
created from tens of documents, might benefit from node pruning, as perhaps not
all of the tokens in the documents are informative for assessing document rele-
vance. We plan to explore node pruning methods based on token frequency or
tf-idf features. We hypothesize less nodes would still allow the model to properly
learn the relevance of specific document nodes, while further reducing the com-
putational requirements of our already computationally inexpensive method. In
fact, the model might perform even better, as there would potentially be less
noise present.

Another possible improvement could come from not representing nodes with
static pre-trained word embeddings, but rather make them learnable through a
proper embedding layer. Similarly, we aim to explore additional upgrades such
as LSTM- and BERT-based text encoding layers, with a goal of acquiring the best
token representation possible.

Last, but not least, we stress the knowledge-grounding aspect of our proposed
model. The graph created from multiple documents can serve as an online-
created knowledge graph, which can prove to be beneficial to various aspects
of IR, not just for the task of document re-ranking.
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While our work in the late 2021 and early 2022 did not result in published pa-
pers, we note that graph-based approaches have since been successfully utilized
for different tasks in conversational and ad hoc search by the research community.
For example, Gao and Lam [2022] propose a query-intent-clarification (QIC)
graph with an aim of selecting the appropriate clarification prompt in search
engines. They show that the graph structure successfully exploits the relations
among a given query, its intents, and its clarifications, outperforming relevant
baselines.

Close to our work on multi-document IR addressed in Sect. A.1, Gonçalves
et al. [2023] propose a method for conversational search based on random walks
over entity graphs. They construct an entity graph based on top-ranked pas-
sages retrieved by an initial retrieval method. Next, they compute node cen-
trality scores, indicating the importance of each entity, which help re-rank the
the passages for improved top precision. As stated by the authors, the improved
retrieval performance is modest, but makes up for it by being computationally
inexpensive and interpretable, the concepts we advocated for as well.

On a different note, Schneider et al. [2023] propose a knowledge-graph based
approach for exploratory conversational search. This work successfully show-
cases the potential of graphs for the aforementioned conversational state track-
ing task. Specifically, they design a knowledge-driven conversational system for
exploring news articles, where the proposed graph structure allows for effective
navigation between different topics.
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Ivan Sekulić, Krisztian Balog, and Fabio Crestani. Towards self-contained an-
swers: Entity-based answer rewriting in conversational search. In Proceedings



227 BIBLIOGRAPHY

of the 2024 Conference on Conference Human Information Interaction and Re-
trieval, CHIIR’24, pages 209—-218, 2024a.
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