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S U M M A RY

In systems of indistinguishable particles, correlations between the quantum
degrees of freedom can give rise to collective modes where particles behave
coherently together over some correlation length and time, thereby forming
quasiparticles. One example of such quasiparticle would be the π-ton [66], de-
scribing the binding of two particle-hole pairs via the exchange of momentum
corresponding to the antiferromagnetic (AFM) wave vector. These quasiparticles
would emerge in the vicinity of an AFM ordering instability [66, 119, 120] and
nonlocal correlations are crucial to describe them. Especially, in systems out of
equilibrium, nonlocality can give rise to prethermal states wherein the distri-
bution function can be momentum-dependent [92, 119], and nonthermal exotic
physics can be observed and manipulated [40, 68, 79, 84, 93, 132, 147, 157–159].
To be able to model and simulate systems out of equilibrium is a challenge. A
few numerical methods such as nonequilibrium Dynamical Mean Field Theory
(DMFT) [44] have been used extensively [5]. Nonequilibrium DMFT is designed
to treat nonperturbatively the local time-dependent single-particle correlations.
Since phenomena such as quantum criticality, high-Tc superconductivity or the
creation of π-tons via light-matter coupling stem from nonlocal two-particle cor-
relations, one needs to resort to diagrammatic extensions to DMFT [103] and
other methods to effectively describe them, such as the post-processing DMFT
treatment of vertex corrections, which will be introduced. The Two-Particle Self-
Consistent approach (TPSC) and its variants figure among those methods that
include nonlocal two-particle and single-particle correlations in a self-consistent
way [121, 122]. TPSC and its variants have the ability to capture the effect of
the growing spin fluctuations (paramagnons) in the self-energy when close to a
magnetic phase transition leading to the breakdown of the Fermi-liquid quasi-
particles at the Fermi level: this would mark the onset of a pseudo-gap [145,
152]. It fulfils the Mermin-Wagner theorem in two dimensions, the Pauli prin-
ciple, and various two-particle local sum-rules [152]. In the works embodied
in this thesis, numerical methods have been designed to access nonequilibrium
regimes, by changing model parameters across time, allowing for nonlocal cor-
relations to be properly included. With these new algorithms at hand, the π-
tons were studied in the optical conductivity and magnetic response [119, 120]
as well as spin and charge fluctuations in the 2D and 3D single-band Hubbard
model [121, 122]. It is demonstrated by means of those methods that nonlo-
cal two-particle vertex corrections can underpin prethermal states and could
generate transient nonthermal states such as low-energy charge excitations as-
sociated with nonthermal negative temperatures. It is also shown that states
lying close to the Fermi level control the thermalization timescale and that lat-
tice hopping quenches changing the unit-cell dimensionality could allow one
to play around with the charge and spin scattering channels.
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S O M M A I R E

Dans les systèmes de particules indiscernables, les corrélations entre les dif-
férents degrés de liberté quantiques peuvent engendrer des modes collectifs
en lesquels les particules se comportent de manière cohérente sur une cer-
taine longueur de corrélation et sur un certain temps de corrélation, formant
des quasiparticules. Un exemple de telles quasiparticules serait le π-ton [66],
décrivant la liaison entre 2 paires particules-trous via l’échange de quantité de
mouvement correspondant au vector d’onde antiferromagnétique (AFM). Ces
quasiparticules se manifesteraient près d’une instabilité magnétique d’ordre
AFM [66, 119, 120] et les corrélations non-locales joueraient un rôle incontourn-
able. Dans les systèmes hors équilibre, la non-localité des corrélations peut
générer des états pré-thermaux dans lesquels la statistique quantique n’est pas
thermodynamique [92, 119] et des états quantiques exotiques de la matière
émergent et peuvent être manipulés [40, 68, 79, 84, 93, 132, 147, 157–159]. Afin
de modéliser et simuler les systèmes hors équilibre, on peut employer des méth-
odes numériques comme la théorie de champ moyen dynamique (Dynamical
Mean Field Theory ou DMFT en anglais) [5, 44]. La DMFT hors équilibre est
conçue pour traiter de manière non-perturbative les corrélations locales dépen-
dantes du temps à une particule. Puisque les phénomènes tels que la criticalité
quantique, la supraconductivité à haute-Tc ou la création de π-tons via le cou-
plage lumière-matière émergent des corrélations non-locales à 2 particules, on
doit se rapporter aux extensions diagrammatiques de la DMFT [103] et autres
méthodes, comme le post-traitement DMFT des vertex. Parmi elles s’inscrivent
les méthodes auto-cohérentes à 2 particules (Two-Particle Self-Consistent approach
ou TPSC en anglais) ainsi que ses extensions, car elles incluent les corrélations
non-locales à 1 et 2 particules dans la self-énergie de manière (auto-)cohérente.
La TPSC et ses extensions comprennent l’effet grandissant des fluctuations de
spin dans la self-énergie lorsque près d’une transition de phase magnétique et
cela causerait le pseudogap [145, 152]. Ces méthodes satisfont le théorème de
Mermin-Wagner en 2 dimensions, le principe de Pauli et des règles de somme
locales à 2 particules [152]. Dans les travaux décrits par la présente thèse,
des méthodes numériques spécifiques aux problèmes à plusieurs particules
hors équilibre ont été conçues et implémentées afin d’inclure les fluctuations
quantiques non-locales. Avec ces algorithmes à disposition, les π-tons ont été
étudiées dans la réponse magnétique et la conductivité optique [119, 120], ainsi
que le fluctuations de spin et de charge dans le modèle de Hubbard à une
bande électronique en 1 et 2 dimensions [121, 122]. Il est notamment démontré
dans cette thèse à l’aide de ces méthodes que les corrections de vertex non-
locales à 2 particules influencent les états pré-thermaux et peuvent générer des
états non-thermaux transitoires comme des excitations de charge à basse én-
ergie associées à des températures effectives négatives. Il est aussi montré que
les états près de la surface de Fermi contrôlent la thermalisation et que des ram-
pes du terme de saut électronique changeant la dimension de la cellule-unité
permettent de contrôler la diffusion dans les canaux de charge et de spin.
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Part I

P R E A M B L E

A short introduction about various physical phenomena hinging on
nonlocal electronic correlations is given. It will be discussed how
nonlocal correlations can arise, setting out several experimental ex-
amples.





1
I N T R O D U C T I O N

Complex quantum materials consist of systems characterized by competing
and correlated degrees of freedom whose interplay can give rise to symmetry-
broken states. This competition involves spin, orbital, charge and lattice degrees
of freedom relevant at comparable energy scales [79]. One way to separate them
apart is via fine-tuned laser pulse excitation of correlated systems, which can
reveal hidden states of distinct nature, in particular in strongly-correlated sys-
tems [159]. Moreover, dimensionality is an important aspect when it comes to
describing the phases of matter. In low-dimensional correlated systems, close to
phase instabilities and crossovers, nonlocal correlations become unavoidable to
properly capture the underlying phase ordering mechanisms [66, 99, 103, 119,
157]. Up to hundreds of femtoseconds1 after an impulsive excitation, the order
parameter of a transient dynamical phase transition exhibits fluctuations with
distinct nonthermal criticality [84, 132] and the electronic band structure can be
strongly renormalized [14, 15, 20]. To access nonlocal correlations, single- and
two-particle correlation functions need to be calculated consistently, and this is
challenging for several reasons. There is a lack of methods out of equilibrium
that include both local and nonlocal correlations while treating various degrees
of freedom. Dynamical Mean Field Theory (DMFT) solely captures local corre-
lations [6], GW+DMFT only charge fluctuations [8, 49], the phenomenological
time-dependent Ginzburg-Landau theory (tdGL) only considers low-order mi-
croscopic electronic fluctuations [23] and time-dependent Density Functional
Theory (tdDFT) doesn’t capture inelastic scattering processes which are relevant
for thermalization at long times [108].

Over the last three decades, tremendous advancements have been realized
in the field of ultrafast quantum material science [131], notably in the develop-
ment of pump-probe time-resolved X-ray (trXR) techniques [27] and femtosec-
ond time- and angle-resolved photoemission spectroscopy (trARPES) [10]. In Sec-
tion 1.1, the trXR techniques, which enable to probe the structural, electronic
and magnetic degrees of freedom, as well as trARPES, which captures the band
energy dynamics with orbital, space, and momentum resolution, will both be
introduced in further details. Combinations of ultrafast time-resolved pump-
probed techniques have been successfully used to disentangle the interplay of
various interactions, such as the cooperative interplay between electron-electron
and electron-phonon interactions in iron selenide and related pnictides [47]. Phonons are

quasiparticles that
represent quantized
vibrations of the
crystal lattice.

Various experimental achievements making use of sophisticated ultrafast light-
mediated pump-probe techniques are presented in Section 1.2 to introduce
genuine nonthermal phenomena and concepts such as prethermalization [19,
92, 136], order parameter melting and revival [38, 50, 111, 157], photoinduced

1 Typically, in ultrafast pump-probe experiments, the photoinduced perturbations are probed from
several hundreds of femtoseconds (10−15 second, denoted fs) to several nanoseconds (10−9 sec-
ond, denoted ns) after the light pulses have pumped the system.

3
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phase transitions [26, 84, 97, 157, 158] and degree-of-freedom-dependent relax-
ation timescales [16, 84, 98, 132].

On the theoretical side, the design of reliable and computationally effec-
tive numerical methods is crucial to simulate nonthermal driven states up to
experimentally relevant times of the order of picoseconds (10−12 second, de-
noted ps). Such methods would consequently allow one to study accurately
on a theoretical basis the collapse and revival of nonthermal ordered phases
triggered and controlled via impulsive excitations. With these enhanced meth-
ods, one could incidentally delve into more fundamental questions such as
the role of competing long- and short-range correlations in hidden states and
metastable states. One could also examine the role of order parameter fluctua-
tions in nonthermal phase transitions beyond tdGL. Hence, there is a need to
seek for nonequilibrium numerical many-body quantum methods treating non-
local correlations that are computationally tractable and that do not trade off
their predictive power for their simplicity. One such method, which combines
diagrammatic techniques and DMFT, the so-called RPA-type post-processing
DMFT method [119, 120], introduced in Chapter 4, has been used to calculate
the growth of nonlocal particle-hole bound states emerging in the vicinity of
a magnetic phase transition [66, 151], coined π-tons. Another method, which
has recently been extended to nonequilibrium framework [121], is the so-called
Two-Particle Self-Consistent approach (TPSC) [152]. TPSC correctly reproducesNonequilibrium

TPSC and its
variants are

introduced in
Chapter 5.

the pseudogap in cuprates [145] and the growth of antiferromagnetic (AFM)
correlations approaching the renormalized classical regime [152]. It can also
deal with superconducting phases in both the repulsive [77] and attractive [1]
Hubbard models, as well as with two-particle vertex corrections [18], electronic
screening [32] and multi-orbital systems [155, 156]. It has been used in conjunc-
tion with Density Functional Theory (DFT) at equilibrium to renormalize the
bands of iron pnictides and chalcogenides [20]. The main caveat of TPSC is that
is doesn’t correctly capture strong local fluctuations and the original theory
precludes one to study correlations deep in the renormalized classical regime.
To correctly account for local fluctuations while at the same time account for
the nonlocal correlations, a self-consistent combination of DMFT and TPSC is
elaborated [122] in this thesis to tackle Hubbard-like models in the context of
dimensional ramps of the unit-cell and interaction ramps, at various electron
fillings (see Section 5.2.9).

1.1 ultrafast time-resolved pump-probe techniques

Pump-probe spectroscopy figures as a mainspring for studying ultrafast dy-
namics of collective modes, order parameters and energy transfer processes in
correlated electronic lattice systems. In this section, two salient ultrafast pump-
probe experimental techniques will be presented, namely trARPES [10] and
trXR [27]. Of course, since this is by no means an exhaustive review of all the
ultrafast techniques utilizing the light-matter coupling, techniques like tran-
sient optical spectroscopy, ultrafast electron diffraction [157], and time-resolved
scanning probes [39] will not be covered. Moreover, many ramifications of the
methods that will be touched on won’t even be skimmed over; the interested
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reader can refer to, e.g., Ref. [27] for more details on trXR, to Ref. [10] for more
details on trARPES, and to Ref. [131] for a broader overview of the state-of-the-
art ultrafast light-mediated techniques.

Resolving temporally phenomena at the fundamental timescales can help un-
lock the manipulation of microscopic couplings [14, 28, 86, 87] and engineering
of the energy band structure near the Fermi level [93, 153]. In Fig. 1.1, in the left
panel, a sketch illustrating the basic principles of trXR is shown. trXR encom-
passes the techniques making use of X-ray diffraction, X-ray absorption spec-
troscopy and resonant X-ray diffraction. X-ray diffraction uses the constructive
and destructive scatterings of X-rays by periodically-ordered atoms arranged in
a crystal. trXR diffraction (trXRD) and absorption techniques can thereby deliver
the atomic displacements in real-space with a sub-picometer resolution and a
time resolution of ∼ 10 fs [27]. The main asset of trXRD and electron diffraction
is that it can track in time the displacement of the atomic cores in a photoexcited
lattice. By carefully choosing the X-ray photon energy of the probe – in the soft
or hard regimes – such that it is tuned to be in resonance with the atomic tran-
sitions, the magnetic moments of atoms and bond lengths can be transiently
determined. The pump pulse produced in trXRD is typically photons in the
near-infrared regime so as to resonantly produce large-amplitude lattice oscil-
lations (of several picometers) that lead to nonlinear phonon couplings and
disentangle competing orders. Notably, trXR scattering techniques have been
used to study ultrafast ferroelectric switching [51], orbital and charge orders
in photo-irradiated magnetite (Fe3O4) [115], charge density waves in materials
with strong electron-phonon coupling [84], and light-induced superconductiv-
ity in the YBa2Cu3O6.5 cuprates [86], to name but a few.

Figure 1.1: Left panel: sketch of the pump-probe X-ray techniques that can capture the
photoinduced dynamics of the microscopic degrees of freedom. An incident
pump pulse excites the array of atoms and after a certain delay ∆t, an X-ray
probe pulse is emitted to read out the underlying nonequilibrium physics
by monitoring the changes in the Bragg peaks. Taken from Ref. [27]. Right
panel: Sketch of the principles of an optical pump-probe set-up, wherein an
incident tera-Hertz pump pulse with frequency ω1 excites the sample sur-
face, and then a probe pulse with frequency ω2≪ ω1 measures the pump-
induced changes that occurred after a certain time delay ∆t. Taken from
Ref. [10].

In Fig. 1.1, in the right-hand side panel, a dumbed down sketch of trARPES is
shown. It shows a pump pulse, typically emitted from a free electron laser in the
tera-Hertz regime, that hits the surface of a sample to be measured. Thereafter,
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a second wider pulse with frequency ω2 probes the pump-induced changes, af-
ter a pump-probe delay ∆t. The temporal evolution can be tracked by a succes-
sive emission of probe pulses. The pump/probe intensity ratio is usually larger
than 20 so as to reduce the self-induced nonlinearities of the probe beam [10].
The changes in the probe’s electric field (amplitude and phase) through reflec-
tivity, transmission or polarization measurements can unveil different informa-
tions about the transient dynamics generated. trARPES allows one to access the
changes in far-infrared optical conductivity by probing directly the (averaged)
electronic structure over the Fermi surface. If the timescale over which the pho-
toinduced dynamics occur is larger than the pump pulse duration, than most
of the transient electronic energy transfer mechanisms can be captured.

1.2 light-induced nonthermal phenomena

A selected amount of key experimental results in the field of ultrafast light-
induced physics in quantum correlated systems will be flashed out and ex-
plained in a comprehensive manner. Prior to doing so, it will be argued that
the light-induced nonequilibrium phenomena do not stem exclusively from the
melting of thermal states by laser-heating. Due to the complex intertwining of
a macroscopic number of quantum degrees of freedom resulting in compet-
ing or cooperating ordering mechanisms, nonthermal pathways can lead to the
transient physics observed in experiments that share no equilibrium counter-
part. The nonthermal effects can be partly attributed to the transient modifi-
cation of the free energy landscape in the phase space of the interacting sys-
tem. At equilibrium, the free energy potential describes phenomenologically,
in the Ginzburg-Landau (GL) picture, the thermal and quantum fluctuations of
the phase ordering parameter. To get the idea of nonthermal transient physics
across, the GL free energy formalism will be employed in nonequilibrium set-
tings to intuitively shed light on what hidden quantum states are.In trARPES, the

“coordinate” axis in
Fig. 1.2 would be the

electronic order
parameter while for

trXR it would be the
lattice displacement.

Figure 1.2: Nonthermal pathways in the system’s phase space by considering the tdGL
formalism. The coordinate can represent some electronic order parameter
or the lattice displacement. The subfigures are individually explained in the
text. The figure is taken from Ref. [131].

In Fig. 1.2 are shown four possible nonthermal pathways in the GL free en-
ergy landscape triggered by laser pulses, be it through trARPES or trXR tech-
niques. The inset (a) of Fig. 1.2 shows the scenario where the system’s order
parameter ground state is located in a minimum and the photoinduced dynam-
ics excite higher-energy collective modes inducing order parameter fluctuations
that probe the synergy of the microscopic couplings. In this case, the nonther-
mal fluctuations in the GL free energy landscape “probe” the collective modes
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and transient coherent excitations. Next, in (b), the possibility that the ground
state of the system travels across hidden local minima in the free energy po-
tential after the laser pulse is illustrated. Depending on the fluence of the laser
pulse, the initial equilibrium state denoted by A can leap over to the nearest
degenerate local minimum B, and if the laser pulse fluency, duration and fre-
quency are tuned appropriately, the system’s ground state can transiently move
up to C and be trapped in this prethermal or metastable state. In (c) is shown the
case where the photons transiently modify the critical behavior in the vicinity
where a thermal phase transition can occur. Initially, the system lies in a local
minimum ensuing a spontaneous quantum phase transition; the system’s or-
der parameter has been spontaneously selected through a second-order phase
transition, and this could represent a transition from a metallic state to a super-
conducting one. Through the course of the application of the laser pulse, the
GL free energy can be changed such that the thermal ordered state melts, i.e. a
nonthermal phase transition transiently occurs. Nonthermal phase transitions
feature a critical dynamical slowing-down of the nonlocal correlations close to
a nonthermal critical point [157]. Finally, in the inset (d) of Fig. 1.2, the case
where nonlinearities in the microscopic couplings are caused by the incident
pulse photons is shown. The incident pulse can trigger nonlinear responses of,
e.g., the coupled electron-electron, electron-phonon, spin-spin and spin-phonon
interactions, thereby instigating large transient fluctuations of the order param-
eter.

In the cluster of figures grouping Figs. 1.3, 1.4 and 1.5 are given several impor-
tant examples of nonthermal phenomena accessible by ultrafast light-mediated
experiments.

Firstly, discussing over Fig. 1.3, one can see an experimental plot (inset (a))
of the temperature reservoirs of the electron (Te) and spin (Ts) degrees of free-
dom as a function of the probe-pulse delay ∆t. The electronic temperature Te

is deduced from trARPES differential transmittance while that of the spin Ts

is obtained from the time evolution of the magnetic hysteresis loops recorded
for all probe-pulse delays ∆t [16]. In (b) of Fig. 1.3, the experimental results are
fitted to a three-temperature model showing remarkable qualitative agreement.
The three-temperature (and two-temperature) model assumes that thermalized
heat reservoirs associated to distinct quantum degrees of freedom communi-
cate between one another and allows the calculation of the lattice nonthermal
temperature Tl . Furthermore, through the knowledge of the specific heat of
the relevant degrees of freedom, be it charge, lattice and spin, the coupling con-
stants between those degrees of freedom can be deduced within this model [16].
This means that the evaluation of the dominating coupling constants in a quan-
tum material can be carried out through trARPES experiments, since it enables
the transient decoupling of quantum degrees of freedom.

Secondly, Fig. 1.4 shows the transient resistivity in photoexcited K3C60 [26].
The resistivity ρ0 is extracted from the complex optical conductivity σ mea-
sured through reflectivity or transmission measurements using trARPES, with
the real part σ1 representing the dynamics of the quasiparticles near the Fermi
level and the imaginary part σ2 representing the proportion of electrons in the
Bose-Einstein condensate [10]. It was observed that a robust long-lived super-
conducting state, at a constant pulse duration, depends only very weakly on
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Figure 1.3: Three-temperature model ap-
plied in the context of ultra-
fast spin dynamics in ferro-
magnetic Nickel [16].

Figure 1.4: Light-induced transient super-
conductivity in K3C60 [26].
The resistivity transiently goes
to zero upon driving the sys-
tem with mid-infrared laser
pulses.

Figure 1.5: Coherent lock-in of the phonon modes with the transient orbital-selective
band energy renormalization near the Fermi level [47].

the pump fluence: no qualitative difference in the transient dynamics is ob-
served when using a fluence of 1.5 mJcm−2, 10.0 mJcm−2 or 25.0 mJcm−2. A
schematic description of the pump and probe beams is depicted in the inset
plot of Fig. 1.4, the likes of Fig. 1.1 (right panel).

Thirdly and lastly, in Fig. 1.5, in the inset A, are shown the amplitude oscilla-
tions of the band energies dxz/yz (orange curve) and dx2 (green curve) crossing
the Fermi level in FeSe along the Γ−X direction in the first Brillouin zone, and
the oscillations of the selenium displacement with respect to its equilibrium
position (blue curve). This coherent in-phase behavior between the electronic
band shift oscillations and the A1g phonons shows that the electron-electron
and electron-phonon interactions can have a cooperative interplay, paving the
way to direct control of electron correlations via lattice distortions (and vice
versa). The inset plot B puts together sketches of the lattice displacement of the
selenium atom away from the iron planes and of the coherent lock-in shift of
the bands around the Fermi level. The energy resolution of the band shifts is of
the order of 1 meV (10−3 electron-volts) [47].



Part II

M AT H E M AT I C A L F R A M E W O R K

The mathematical framework to tackle nonequilibrium quantum
many-body systems is presented. The knowledge and understand-
ing of the concepts and tools covered in this part are crucial and it
is recommended to brush up on them.





2
N O N E Q U I L I B R I U M Q U A N T U M M A N Y- B O D Y P H Y S I C S

The theoretical framework to address nonequilibrium quantum many-body sys-
tems is a natural and straightforward generalization of the equilibrium coun-
terpart. In this chapter, the nonequilibrium Green’s function formalism will
be introduced along with the various independent components – sometimes
coined Keldysh components – the correlation functions can be broken down
into. The essential notions are first set out in Section 2.1. The Langreth rules
governing the handling of those components in key mathematical operations
will be stated in Section 2.2.1. The generating functional technique will be the
way to generate arbitrary correlation functions and to determine the equations
of motion of Hamiltonian-based quantum systems (Section 2.3). The build-up
of the aforementioned mathematical concepts and tools will ultimately lead to
the Hedin’s equations for nonequilibrium systems (Section 2.4). The Hedin’s
equations will prove to be extremely useful later on when it comes to derive
the master equations of the Two-Particle Self-Consistent approach (TPSC) and its
variants covered in Chapter 5 and the equations of the post-processing DMFT
technique presented in Chapter 4. To conclude this chapter, the path integral
formalism is presented in Section 2.5 to eventually introduce the quantum im-
purity problem and Dynamical Mean Field Theory (DMFT) in Chapter 3.

The mathematical steps follow up Refs. [127, 134]. Throughout this chapter
and for the full extent of this thesis, unless advised otherwise, the fundamental
physical constants h̄ (Planck’s constant), kB (Boltzmann constant), e (electric
charge) and the lattice constants will be set to 1. A dimension analysis allows
one to restore them univocally.

2.1 fundamental notions

To treat quantum systems, one needs to describe quantum and thermal fluctu-
ations. In Section 2.1.1, the time-evolution operator is introduced and in Sec-
tion 2.1.2 the partition function is introduced.

2.1.1 Quantum statistics

The fundamental equation governing the time evolution of non-relativistic quan-
tum states |Ψ⟩ is the Schrödinger’s equation

i
d |Ψ(t)⟩

dt
= Ĥ(t) |Ψ(t)⟩ , (2.1)

where Ĥ is the time-dependent Hamiltonian describing an arbitrary system The arbitrary system
can be composed of
fermions and bosons.
The quantum
statistics are encoded
in the symmetries of
the Green’s
functions.

Ĥ(t) = Ĥ0(t) + Ĥint(t), (2.2)

with Ĥ0 the noninteracting part and Ĥint the interacting part. Both components
can have a time dependence. In general, the two components don’t commute

11
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[
Ĥ0,Ĥint

]
̸= 0, unless the noninteracting and interacting parts act on different

irreducible subspaces of the Fock space F. The Fock space is the direct product
of the single-particle, two-particle, · · · , n-particle Hilbert space (n represents the
number of particles)

F=
∞⊕

n=0

h⊗n, (2.3)

and it is the space one works with when using the grand-canonical ensemble.
The single-particle Hilbert space is denoted by h. Furthermore, for arbitrary
time-dependent Hamiltonian Ĥ, it could be that

[
Ĥ(t),Ĥ(t′)

]
̸= 0 ∀ t ̸= t′.

Let’s assume that Eq. (2.1) admits a solution to the many-body wave function
of the form |Ψ(t)⟩ = Û(t, t0) |Ψ(t0)⟩, where t0 is some arbitrary initial time and
Û(t, t0) represents the time evolution operator of quantum states. Eq. (2.1) repre-
sents a first-order differential equation whose solution needs to be unitary, i.e.
Û(t, t′)−1 = Û†(t, t′), since the quantum states remain normalized upon time
evolution: ⟨Ψ(t0)|Ψ(t0)⟩ = ⟨Ψ(t)|Ψ(t)⟩ = 1. Also, to completely determine Û,
one needs only one initial condition, namely Û(t0, t0) = Û(t, t) = 1̂. Insofar as
the latter conditions are considered, Eq. (2.1) can be straightforwardly solved
by iteration, leading to

Û(t, t0) =
∞

∑
n=0

(
1
i

)nˆ t

t0

dt1

ˆ t1

t0

dt2 · · ·
ˆ tn−1

t0

dtn Ĥ(t1)Ĥ(t2) · · · Ĥ(tn). (2.4)

The Hamiltonian Ĥ is self-adjoint, i.e. Ĥ(t) = Ĥ†(t), and therefore one can
guess from Eq. (2.4) that for Û to possess the properties of unitary operators,
it should have the form of a complex exponential. Although, to achieve this,
one needs to introduce a time-ordering super-operator T whose function is to
organize in a chronological fashion the string of operators it acts upon:

T Ĥ(t1)Ĥ(t2) · · · Ĥ(tn) =
1
n! ∑

P∈Sn

Ĥ(tP(1))Ĥ(tP(2)) · · · Ĥ(tP(n))

×Θ(tP(1) − tP(2))Θ(tP(2) − tP(3)) · · ·Θ(tP(n−1) − tP(n)), (2.5)

where Sn is the group of permutations over the set of n operators and P is one
generator. The functions Θ are the Heaviside step functions. The time-orderingThe group Sn is

(anti)symmetric if
the operators

(anti)commute.

operator hence allows one to enlarge the integration domain over the hypercube
at the expense of an extra factorial factor coming from the n! identical terms
this generates, thereby giving the desired exponential form for Eq. (2.4):

Û(t, t0) =
1
n!

∞

∑
n=0

(
1
i

)nˆ t

t0

dt1

ˆ t

t0

dt2 · · ·
ˆ t

t0

dtnT Ĥ(t1)Ĥ(t2) · · · Ĥ(tn)

= T e−i
´ t

t0
dt′Ĥ(t′). (2.6)

In Eq. (2.6), the infinite series corresponds to the Taylor expansion expression
for the complex exponential. Eq. (2.6) represents the compact form of the oper-
ator describing the time evolution of the quantum states.
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2.1.2 Thermal statistics

The quantum nature of elementary particles and excitations brings in a prob-
abilistic aspect to their description. Albeit central, the quantum fluctuations
don’t suffice and the thermal fluctuations have to be taken into account. When
dealing with a thermodynamic open system coupled to a heat reservoir and a
particle reservoir, which means that the energy and the number of particle of
the system can fluctuate, but not their average, one has to consider the grand-
canonical ensemble with grand potential Ω reading

Ω = U − TS− µN. (2.7)

T and µ are intensive parameters representing the temperature and chemical
potential, respectively, while U is the internal energy. The conjugate extensive
variables S and N represent entropy and the number of particles, respectively.
Maximizing the entropy minimizes the grand potential (2.7). Therefore, the
physical density matrix operator ρ̂ which weighs out the thermally favorable
quantum states

ρ̂ = ∑
{|Ψi⟩}∈F

wi |Ψi⟩ ⟨Ψi| (2.8)

should maximize the entropy

S[ρ̂] = − ∑
{|Ψi⟩}∈F

⟨Ψi| ρ̂ ln ρ̂ |Ψi⟩ . (2.9)

Note that the weights in Eq. (2.8) wi ∈ R+ are normalized over the Fock space
(2.3), i.e. ∑i∈F wi = 1. Also, the set of Fock states {|Ψi⟩} = {|Ψ(t0)⟩}. Eq. (2.9) is
to be maximized to obtain an expression for the wi’s, while satisfying simultane-
ously a set of constraints, i.e. the facts that the thermal average of observables
and the weights wi are normalized. The expression for the density operator Variational principle

with the constraints
as Lagrange
multipliers is the
way to derive an
expression for ρ̂.

reads

The density operator
is self-adjoint, as can
be easily seen from
Eq. (2.8).

ρ̂ =
e−β(ĤM−µN̂)

Z , (2.10)

where ĤM ≡ Ĥ(t = 0−) is the Matsubara component of Eq. (2.2) defining the
system at equilibrium, i.e. just before the system is perturbed by external fields,
β = T−1 and

Z ≡ ∑
{|Ψi⟩}∈F

⟨Ψi| ρ̂ |Ψi⟩ (2.11)

is the partition function. Eq. (2.11) is the normalized Boltzmann distribution
valid for thermodynamic systems.

2.2 the contour idea

Time-dependent quantum averages of observables Ô require the knowledge
of the density matrix operator (2.10) describing the thermal statistics at equi-
librium and the time-evolution operator (2.6) describing the time propagation
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of the quantum states. A simultaneous treatment of both operators will open
on to the notion of contour. The contour will complement the mathematical
framework to deal with nonequilibrium quantum systems.

The grand-canonical average of a time-dependent observable reads

⟨Ô(t)⟩ = Tr
[
ρ̂Û(t0, t)Ô(t)Û(t, t0)

]
, (2.12)

where Tr [· · · ]≡∑{|Ψi⟩}∈F ⟨Ψi| · · · |Ψi⟩. The first step to defining the contour is to
rewrite Eq. (2.12) in the following way

⟨Ô(t)⟩ = Tr
[
e−i
´ t0−iβ

t0
dt′ĤM︸ ︷︷ ︸

C3

T̄ e−i
´ t0

t dt′Ĥ(t′)︸ ︷︷ ︸
C2

Ô(t)T e−i
´ t

t0
dt′Ĥ(t′)︸ ︷︷ ︸
C1

]
, (2.13)

having noticed that e−βĤM
= e−i

´ t0−iβ
t0

dτĤM
. Because the grand-canonical ensem-

ble (2.10) will be used forth, the chemical potential µ is assumed to renormalize
implicitely the Matsubara component of the Hamiltonian ĤM→ ĤM − µN̂. In
Eq. (2.13), the anti-chronological ordering operator T̄ , ordering the operators
in increasing time from left to right, was put to use. The real-time branch along
which the operators are arranged from right to left in ascending time is denoted
C1, whereas the one arranging the operators from right to left in decreasing
time is denoted C2. The operators lying on the imaginary-time branch C3 are
time-translational invariant, i.e. ÔM(τ − τ′) = ÔM(τ′ − τ). It is important to
stress that the time-evolution operator concerns t ≥ t0 while the density matrix
operator is related to the system at equilibrium, i.e. just before the system is
perturbed in time.

Since the observables commute under the action of the time-ordering super-
operators T and T̄ , the operators braced under C1, C2 and C3 in Eq. (2.13) can
be combined, whereby a contour-ordering super-operator TC along the contour
C ≡ C1 ⊕ C2 ⊕ C3 that builds off of T and T̄ is brought about. Hence TC , acts
like T on C1 and like T̄ on C2. On C3, TC orders chronologically the operators
within1 t ∈ [0,−iβ]. TC also places C3 later than C2 and C2 later than C1 in order
to respect the right-to-left arrangement of the operators in Eq. (2.13). Moreover,
if a contour-time argument z′ lies later (earlier) on the contour than z, it means
notation-wise that z′ ≻ z (z′ ≺ z). The contour, as well called Kadanoff-Baym
(KB) contour, is illustrated in Fig. 2.1.

Gathering all things up, Eq. (2.13) expressed on the KB contour becomes

⟨Ô(z)⟩ = Tr
[
TCe−i

´
C dz′Ĥ(z′)Ô(z)

]
, (2.14)

where the arguments z ∈ C. From now on, the real-time arguments t will be
reserved for the contour-time arguments z ∈ C1 ⊕ C2, whereas the imaginary-
time argument τ ≡ it will be reserved to denote contour-time arguments z ∈ C3.
The integral along the contour

´
C of a contour-defined function A(z) can be

unpacked as followsˆ
C

dz′A(z′) ≡
ˆ
C1

dt′A(t′) +
ˆ
C2

dt′A(t′) +
ˆ
C3

dτ′AM(τ′)

=

ˆ t

t0

dt′A(t′) +
ˆ t0

t
dt′A(t′)− i

ˆ β

0
dτ′AM(τ′),

1 On the vertical branch, t0 is irrelevant due to translational invariance.
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C1

C2

C3

Re t

Im t

t0 − iβ

t0

Figure 2.1: Kadanoff-Baym contour with forward branch C1, backward branch C2, and
the imaginary-time branch C3. The direction of the contour basically follows
the ordering of the operators in Eq. (2.12) from right to left.

where the boundary t corresponds to the maximal time reached along the real
axis in Fig. 2.1, which can be stretched to infinity. Eq. (2.14) represents an im-
portant step in defining the correlation functions, because these will be related
to observables such as the density of particles, current, optical conductivity, etc.

2.2.1 Langreth rules

Similarly to Eq. (2.5) for T on the forward branch, the contour-ordering super-
operator Tc bestows the following structure on a general two-time contour-
defined function B:

B(z,z′) = Bδ(z)δ(z,z′) + ΘC(z,z′)B>(z,z′) + ΘC(z′,z)B<(z,z′), (2.15)

where the Heaviside functions on the KB contour are defined such that ΘC(z,z′) =
1 if z≻ z′, and ΘC(z,z′) = 0 otherwise. In Eq. (2.15), the contour-time arguments
z,z′ can lie on any segment of the KB contour. Bδ is a one-time function that
isn’t comprised of correlations in time. The delta function δC(z,z′) is related to
ΘC(z,z′) via the partial derivative

ˆ z f

zi

dz′B(z,z′)∂z′ΘC(z′,z′′)

=

ˆ z f

zi

dz′∂z′
(

B(z,z′)ΘC(z′,z′′)
)
−
ˆ z f

zi

dz′∂z′B(z,z′)ΘC(z′,z′′)

= B(z,z f )−
(

B(z,z f )− B(z,z′′)
)
= B(z,z′′). (2.16)

A similar expression to Eq. (2.16) can be derived if the partial derivative had
acted from the right onto the Heaviside function while integrating over z′′, i.e,

ˆ z f

zi

dz′′ΘC(z′,z′′)
←−
∂ z′′B(z′′,z′);

although this would have produced an extra minus sign to the result. From
Eq. (2.16), one can easily deduce that if the contour-time arguments lie on
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i) C1, δC(t, t′) = δ(t− t′)

ii) C2, δC(t, t′) = −δ(t− t′)

iii) C3, δC(t0 − iτ, t0 − iτ′) = iδ(τ − τ′).

Now, because the contour-time arguments can be positioned on three differ-
ent branches, the two-time objects such as B can be represented in terms of
3× 3 matrices

B(z,z′) =

B11(z,z′) B12(z,z′) B13(z,z′)

B21(z,z′) B22(z,z′) B23(z,z′)

B31(z,z′) B32(z,z′) B33(z,z′)

 , (2.17)

and the space they span over is called the Keldysh space. In Eq. (2.17), all the
possible combinations of contour-time arguments on C are shown. Employing
the definition (2.15), one can express the elements of Eq. (2.17) into Keldysh
components as displayed in Table 2.1.

C1 C2 C3

C1
(causal)

Bδ(t)δ(t−t′)+BT(t,t′)
(lesser)
B<(t,t′)

(left-mixing)
B¬(t,τ′)

C2
(greater)
B>(t,t′)

(anti-causal)
−Bδ(t)δ(t−t′)+BT̄(t,t′)

(left-mixing)
B¬(t,τ′)

C3
(right-mixing)

B�(τ,t′)
(right-mixing)

B�(τ,t′)
(Matsubara)

iBδ(τ)δ(τ−τ′)+BM(τ,τ′)

Table 2.1: Keldysh components of two-time contour-defined functions. A similar table
is presented in Ref. [114].

The Langreth rules consist in a set of mathematical identities utilizing the
Keldysh components in Table 2.1 that simplify convolutions

C(z,z′) =
ˆ
C

dz′′A(z,z′′)B(z′′,z′) (2.18)

and products {
C(z,z′) = A(z,z′)B(z′,z)
C(z,z′) = A(z,z′)B(z,z′)

(2.19)

between contour-ordered functions like Eq. (2.15): it makes up the guidelines
that translate these operations into analytical expressions that can be computed.
The convolution is a group homomorphism, whereas products need special
care if Eq. (2.15) is the general structure of contour functions (see Appendix A).
A thorough summary of the Keldysh rules is given in Table 5.7 of Ref. [127].
Nevertheless, to introduce two other important Keldysh components, namely
the retarded BRFrom Eqs. (2.20)

and (2.21),
BR(t, t′) =
BA(t′, t)†.

BR(t, t′) = Bδ(t)δ(t− t′) + Θ(t− t′)
[
B>(t, t′)− B<(t, t′)

]
, (2.20)
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and the advanced BA

BA(t, t′) = Bδ(t)δ(t− t′) + Θ(t′ − t)
[
B<(t, t′)− B>(t, t′)

]
, (2.21)

and understand the mechanics behind the Langreth rules, the convolution (2.18)
and products (2.19) are explicitly evaluated for the lesser Keldysh component
C< in Appendix A. The lesser (greater) component of the convolution gives

C<(>)(t, t′) =
ˆ t

t0

dt̄ AR(t, t̄)B<(>)(t̄, t′) +
ˆ t′

t0

dt̄ A<(>)(t, t̄)BA(t̄, t′)

− i
ˆ β

0
dτ̄ A¬(t, τ̄)B�(τ̄, t′). (2.22)

As for the products (2.19), the lesser (greater) components read{
C<(>)(t, t′) = A<(>)(t, t′)B>(<)(t′, t)
C<(>)(t, t′) = A<(>)(t, t′)B<(>)(t, t′).

(2.23)

It is important to note that the Langreth rules carry over to expressions in-
volving many convolutions and not just one like in Eq. (2.18). This will be
particularly relevant in Chapter 4 and for that purpose Eqs. (2.22) and (2.23)
serve as examples to get acquainted with the Langreth rules.

2.3 correlation functions and equations of motion

To start off, the nonequilibrium generating functional formalism is skimmed
over [90]. That formalism will be used to define the one- and two-particle
correlation functions, namely the one- and two-particle Green’s functions, re-
spectively. Later on, to calculate the equations of motion of Hamiltonian-based
systems, one will need to resort to Green’s functions.

The nonequilibrium Green’s function can represent arbitrary order correla-
tion functions between particles on the KB contour and these can be generated
by the following functional Z :

Z [ϕ] = Tr
[
TCe−i

´
C dz̄ Ĥ(z̄) e−i

˜
C dz1dz2 ĉ†

α(z1)ϕα,β(z1,z2)ĉβ(z2)︸ ︷︷ ︸
≡S[ϕ]

]
, (2.24)

where the KB contour corresponds to that illustrated in Fig. 2.1 and ĉ(†) are
fermionic annihilation (creation) operators. The fermionic ladder operators are
elements of the anti-commuting algebra (δα,β = 1 if α = β and 0 otherwise) As a reminder, the

bosonic operators
commute.{ĉα(z1), ĉ†

β(z2)} = δα,βδC(z1,z2), {ĉα(z1), ĉβ(z2)} = 0.

TC is the time-ordering operator on C and ϕ is a source field defined on the con-
tour. The greek indices represent arbitrary quantum degrees of freedom. S[ϕ]
is a functional of a source field ϕ. The trace in Eq. (2.24) spans over the eigen-
states in Fock space. The functional Z [ϕ] is equal to Eq. (2.11) when ϕ→ 0, since
the time-evolution operator obeys Û(t0, t)Û(t, t0) = 1̂ and only the density ma-
trix operator remains. The generated correlation functions become physically
meaningful once the source field is turned off.
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2.3.1 One-particle Green’s function

According to Eq. (2.24), the contour Green’s function readsProperly speaking,
the correlation

functions generated
from lnZ [ϕ] are the

cumulants of the
underlying

distribution
weighted by the

Hamiltonian.

Gϕ
ϵ,ζ(z1,z2) = −

δ lnZ [ϕ]
δϕζ,ϵ(z2,z1)

= −i⟨TC ĉϵ(z1)ĉ†
ζ(z2)⟩ϕ. (2.25)

Since contour-defined functions are necessarily contour-ordered, Eq. (2.25) can
be read off as

Gϕ
ϵ,ζ(z1,z2) = −i⟨ĉϵ(z1)ĉ†

ζ(z2)⟩ϕΘC(z1,z2) + i⟨ĉ†
ζ(z2)ĉϵ(z1)⟩ϕΘC(z2,z1). (2.26)

In Eq. (2.25), the grand-canonical ensemble average implies

⟨· · · ⟩ϕ =
1
Z [ϕ] ∑i

⟨Ψi| e−i
´
C dz̄Ĥ(z̄)S[ϕ] · · · |Ψi⟩ ,

with the {|Ψi⟩} a set of eigenstates in Fock space. From Eq. (2.25), the Keldysh
components laid out in Table 2.1 of the one-particle Green’s function can be
established. However, only four independent components suffice to fully spec-
ify a contour Green’s function, namely the retarded GR, the Matsubara GM, the
right-mixing G� and the lesser G<. The other Keldysh components introduced
in Section 2.2.1 can be related to the latter somehow. The lesser component,
defined on the real-time axis, can be deduced easily from Eq. (2.26), givingWhen unnecessary,

the source field is left
out. G<ϵ,ζ(t1, t2) = i⟨ĉ†

ζ(t2)ĉϵ(t1)⟩, (2.27)

and its spectrum is defined as

A<
k (ω, t2) =

1
2π

ImG<k (ω, t2). (2.28)

The retarded component defined in Eq. (2.20) is composed of Eq. (2.27):

GR(t1, t2) = Θ(t1 − t2) [G>(t1, t2)− G<(t1, t2)] . (2.29)

Thereby, the retarded and advanced components lie on the real-time axis as
well. Notice that the greater component G> can be deduced from Eqs. (2.29)
and (2.27). Both the retarded (2.29) and the lesser (2.27) Keldysh components
of the single-particle Green’s function are related via the Fermi-Dirac distribu-
tion function at equilibrium. However, it is not the case out of equilibrium. As
will be demonstrated in Section 2.3.4, the retarded Keldysh component can be
cast into a spectral representation via a partial forward Fourier transformation
taking the form

GR(ω, t2) = lim
η→0+

ˆ ∞

t+2
dt1 ei(ω+iη)(t1−t2)GR(t1, t2)

= lim
η→0+

i
ˆ ∞

−∞
dω′

[G>(ω′, t2)− G<(ω′, t2)]

ω−ω′ + iη
, (2.30)

where dω(′) ≡ 2π/dt(′) are infinitesimal differential frequencies. Eq. (2.30) isThe forward Fourier
transform is not
equivalent to the

Wigner
transformation [6].

nothing else but a Hilbert transform and one naturally recovers the equilib-
rium case when GR(ω, t2) doesn’t depend on t2, but rather on t1 − t2. Eq. (2.30)
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implies that time-dependent retarded spectral functions can be extracted from
the lesser and greater components, respectively denoted A< and A>. From the
lesser (greater) spectral function can be extracted the electron (hole) distribution
function. The latter will be also covered in Section 2.3.4. From the retarded
Green’s function (2.30), as demonstrated in Appendix D, the time-dependent
retarded spectral function AR can be calculated as follows

AR(ω, t2) ≡ A(ω, t2) = −
1
π

ImGR(ω, t2). (2.31)

The right-mixing component reads

G�ϵ,ζ(τ1, t2) = −i⟨ĉϵ(τ1)ĉ†
ζ(t2)⟩. (2.32)

The left-mixing and right-mixing components are related via complex conjuga-
tion

G�ϵ,ζ(τ1, t2)
†

= i⟨Û(t0, t2)ĉζÛ(t2, t0)Û(t0, t0 − iτ1)ĉ†
ϵÛ(t0 − iτ1, t0 − iβ)⟩

= i⟨e−ĤM βeĤ
M(β−τ1) ĉ†

ϵe−Ĥ
M(β−τ1)Û(t0, t2)ĉζÛ(t2, t0)⟩

= G¬ζ,ϵ(t2, β− τ1). (2.33)

The latter is a consequence of the Kubo-Martin-Schwinger (KMS) boundary con-
ditions for fermions and of the fact that the Matsubara components of the
Hamiltonian mutually commute. The KMS boundary conditions also imply The KMS boundary

conditions are
ascribed to the cyclic
property of the trace
and to the
anticommuting
algebra of fermionic
field operators.

{
G�(β, t2) = −G�(0+, t2) = −G>(t0, t2)

G¬(t2, β) = −G¬(t2,0+) = −G<(t2, t0).
(2.34)

The last independent Keldysh component GM reads

GM
ϵ,ζ(τ1 − τ2) = −⟨Tτ ĉϵ(τ1)ĉ†

ζ(τ2)⟩, (2.35)

where the imaginary-time ordering super-operator Tτ orders the imaginary
time τ in ascending order from τ = 0 to τ = β, i.e.

Tτ ĉ(τ1)ĉ†(τ2) = ĉ(τ1)ĉ†(τ2)Θ(τ1 − τ2)− ĉ†(τ2)ĉ(τ1)Θ(τ2 − τ1).

Also, owing to the (anti)-periodicity of the Matsubara (fermionic) bosonic Green’s
function in imaginary time with period β

GM
ϵ,ζ(τ) = ∓GM

ϵ,ζ(τ − β) ∀ τ ∈ [0, β[ , (2.36)

one can respectively define fermionic and bosonic Matsubara frequencies as
iωn ≡ (2n+1)π

β and iqn ≡ 2nπ
β with n ∈Z. Doing so, Fourier transforms can serve

as a map transforming imaginary-time functions into Matsubara-frequency func-
tions, and vice-versa

GM
ϵ,ζ(iωn) =

ˆ β

0
dτ eiωnτGM

ϵ,ζ(τ)

GM
ϵ,ζ(τ) =

1
β

∞

∑
n=−∞

e−iωnτGM
ϵ,ζ(iωn). (2.37)
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The transformations laid out in Eq. (2.37) apply to the bosonic frequencies as
well: it suffices to replace iωn by iqn. The Matsubara Green’s function has also
a spectral representation

G(iωn) =

ˆ ∞

−∞
dω′

AR(ω′)

iωn −ω′
, (2.38)

where AR is the equilibrium retarded spectral function defined as

AR(ω, t2 = 0) = − 1
π

ImGR(ω). (2.39)

As previously mentioned, the spectral function (2.39) as well as the spectral
representation (2.38) are introduced in details in Section 2.3.4.

2.3.2 Two-particle Green’s function

Returning back to Eq. (2.25), one can perform a second functional derivative

δGϕ
ϵ,ζ(z1,z2)

δϕγ,δ(z4,z3)
= Gϕ

δ,γ(z3,z4)G
ϕ
ϵ,ζ(z1,z2)− ⟨ĉ†

γ(z4)ĉδ(z3)ĉϵ(z1)ĉ†
ζ(z2)⟩ϕ, (2.40)

which, defining the two-particle correlation function χ≡−i δG
δϕ (cf. Eq. (12.18) in

Ref. [127]), leads to

χ
ϕ
ϵ,ζ;γ,δ(z1,z2;z4,z3)

= i⟨TC ĉ†
γ(z4)ĉδ(z3)ĉϵ(z1)ĉ†

ζ(z2)⟩ϕ − iGϕ
δ,γ(z3,z4)G

ϕ
ϵ,ζ(z1,z2). (2.41)

Note that Eq. (2.40) corresponds to Eq. (15.11) in Ref. [127]. Eq. (2.41) corre-
sponds to the two-particle correlation function.

Another important result about the two-particle correlation function (2.41)
can be extracted from the “closure relation”

δ
(
Gϕ

ϵ,ᾱ(z1, z̄5)Gϕ
ᾱ,η(z̄5,z2)−1

)
δϕγ,δ(z4,z3)

= 0, (2.42)

where the continuous (discrete) variables dressed with a bar over are integrated
(summed) over, allowing oneself to leave out the summation and integral sym-
bols. The integrals are carried out along the KB contour according to Section 2.2
and the summations are done over discrete quantum degrees of freedom such
as the spin, orbital, etc. Sometimes, even when summations or integrals are
explicit, bars are used to emphasize their dummy character. Eq. (2.42) gives

δGϕ
ϵ,ζ(z1,z2)

δϕγ,δ(z4,z3)
= −Gϕ

ϵ,ᾱ(z1, z̄5)
δGϕ

ᾱ,η̄(z̄5, z̄6)−1

δϕγ,δ(z4,z3)
Gϕ

η̄,ζ(z̄6,z2), (2.43)

and the modified Dyson’s equation with the source field reads

Gϕ
α,η(z5,z6)

−1 = G0
α,η(z5,z6)

−1 − ϕα,η(z5,z6)− Σϕ
α,η(z5,z6). (2.44)
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(η, 6) (α, 5)
=

(η, 6) (α, 5)
+

(η, 6) (α, 5)
Σ

Figure 2.2: Diagrammatic representation of the one-particle Green’s function (2.44).
The thin line denotes the noninteracting one-particle Green’s function G0.

Equation (2.44) appears naturally when deriving the equations of motion from
Eq. (2.25), as will be shown later on in Section 2.3.3. Note that all the two-
time objects introduced hitherto can be expressed in a 3× 3 matrix form, as
described in Ref. [6]. The Dyson’s equation (2.44) can be inverted so as to single
out the interacting one-particle Green’s function G, leading to the diagrammatic
representation of G shown in Fig. 2.2. Note that in Fig. 2.2

the source field was
turned off.

Inserting Eq. (2.44) into Eq. (2.43), one gets

− i
δGϕ

ϵ,ζ(z1,z2)

δϕγ,δ(z4,z3)
= −iGϕ

ϵ,γ(z1,z4)G
ϕ
δ,ζ(z3,z2)

− iGϕ
ϵ,ᾱ(z1, z̄5)

δΣϕ
ᾱ,η̄(z̄5, z̄6)

δGϕ

θ̄,ω̄(z̄7, z̄8)

δGϕ

θ̄,ω̄(z̄7, z̄8)

δϕγ,δ(z4,z3)
Gϕ

η̄,ζ(z̄6,z2), (2.45)

where the chain rule for the self-energy Σ[G] was used. Defining the two-
particle irreducible G-skeletonic vertex function Γ ≡ − δΣ

δG (cf. Eq. (12.34) in
Ref. [127]), one gets the Bethe-Salpeter equation (cf. Eq. (12.17) in Ref. [127])

χ
ϕ
ϵ,ζ;γ,δ(z1,z2;z4,z3) = −iGϕ

ϵ,γ(z1,z4)G
ϕ
δ,ζ(z3,z2)

− Gϕ
ϵ,ᾱ(z1, z̄5)Γ

ϕ

ᾱ,η̄;θ̄,ω̄(z̄5, z̄6; z̄7, z̄8)χ
ϕ

θ̄,ω̄;γ,δ(z̄7, z̄8;z4,z3)Gϕ
η̄,ζ(z̄6,z2). (2.46)

The Bethe-Salpeter equation can be casted into Feynman diagrams, as shown
in Fig. 2.3.

(γ, 4) (δ, 3)

(ε, 1) (ζ, 2)

= −i×

(γ, 4) (δ, 3)

(ε, 1) (ζ, 2)

−

(ε, 1) (ζ, 2)

(γ, 4) (δ, 3)

(ᾱ, 5̄)

(θ̄, 7̄) (ω̄, 8̄)

(η̄, 6̄)

Figure 2.3: Diagrammatic representation of the two-particle Green’s function (2.46) in
the particle-hole channel. The green box denotes χ and the pink box Γ. The
bold arrows, representing interacting one-particle Green’s functions, obey
the Dyson’s equation depicted by Fig. 2.2.

Then, finally, Eqs. (2.41) and (2.46) can be combined to give

i⟨TC ĉ†
γ(z4)ĉδ(z3)ĉϵ(z1)ĉ†

ζ(z2)⟩ϕ = iGϕ
δ,γ(z3,z4)G

ϕ
ϵ,ζ(z1,z2)− iGϕ

ϵ,γ(z1,z4)G
ϕ
δ,ζ(z3,z2)

− Gϕ
ϵ,ᾱ(z1, z̄5)Γ

ϕ

ᾱ,η̄;θ̄,ω̄(z̄5, z̄6; z̄7, z̄8)χ
ϕ

θ̄,ω̄;γ,δ(z̄7, z̄8;z4,z3)Gϕ
η̄,ζ(z̄6,z2). (2.47)

Eq. (2.47) will be used in Section 2.3.3 to re-express the four-point correlation
function stemming from the equations of motion and isolate the self-energy.
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2.3.3 Equations of motion

To derive the equations of motion of a system, one needs to first establish the
Hamiltonian describing the system. In this section, a very general Hamiltonian
is used, consisting in a bilinear term in field operators representing the kinetic
energy and a quartic term in field operators representing the potential energy:

Ĥ = hᾱβ̄(z̄1, z̄2)ĉ†
ᾱ(z̄1)ĉβ̄(z̄2) +

1
2

Vγ̄δ̄

ᾱβ̄
(z̄1, z̄2, z̄3, z̄4)ĉ†

ᾱ(z̄1)ĉ†
γ̄(z̄2)ĉδ̄(z̄3)ĉβ̄(z̄4), (2.48)

where the tensor hαβ(z1,z2) = hβα(z2,z1) is symmetric and V is symmetric via
the following variable permutations:

Vγδ
αβ (z1,z2,z3,z4) = Vαβ

γδ (z2,z1,z4,z3) = Vβα
δγ (z3,z4,z1,z2). (2.49)

To obtain the equations of motion, the contour one-body Green’s function (2.25)
is differentiated:

i∂z1G
ϕ
ϵ,ζ(z1,z2) = ∂z1⟨TC ĉϵ(z1)ĉ†

ζ(z2)⟩ϕ
= δC(z1,z2)⟨{ĉϵ, ĉ†

ζ}⟩ϕ +
〈
TC∂z1 S[ϕ]ĉϵ(z1)ĉ†

ζ(z2)
〉

ϕ
+ i
〈
TC [Ĥ, ĉϵ](z1)ĉ†

ζ(z2)
〉

ϕ
.

(2.50)

Note that in Eq. (2.50), the partial derivative could be applied onto z2 from the
right, i.e. using −i

←−
∂ z2 . Bearing in mind that [AB,C] = A{B,C} − {A,C}B =

A[B,C] + [A,C]B, the commutator in Eq. (2.50) is tackled by developing first
the kinetic term:[

Ĥkin., ĉϵ

]
(z1) = −hᾱβ̄(z̄1, z̄2){ĉ†

ᾱ(z̄1), ĉϵ(z1)}ĉβ̄(z̄2)

= −hϵβ̄(z1, z̄2)ĉβ̄(z̄2). (2.51)

The second contribution to the commutator comes from the interaction term of
Eq. (2.48):

[
Ĥint., ĉϵ

]
(z1) =

1
2

Vγ̄δ̄

ᾱβ̄
(z̄1, z̄2, z̄3, z̄4)

[
ĉ†

ᾱ(z̄1)ĉ†
γ̄(z̄2), ĉϵ(z1)

]
ĉδ̄(z̄3)ĉβ̄(z̄4)

=
1
2

Vϵδ̄
ᾱβ̄(z̄1,z1, z̄3, z̄4)ĉ†

ᾱ(z̄1)ĉδ̄(z̄3)ĉβ̄(z̄4)

− 1
2

Vγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)ĉ†

γ̄(z̄2)ĉδ̄(z̄3)ĉβ̄(z̄4). (2.52)

To simplify Eq. (2.52), the indices of the first term are exchanged in the follow-
ing way: (δ̄, z̄3)→ (β̄, z̄4), (ᾱ, z̄1)→ (γ̄, z̄2) and (β̄, z̄4)→ (δ̄, z̄3). According to the
symmetries of the interaction term (2.49), this substitution allows to merge the
two terms, giving[

Ĥint., ĉϵ

]
(z1) = −Vγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)ĉ†

γ̄(z̄2)ĉδ̄(z̄3)ĉβ̄(z̄4). (2.53)
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The second term of Eq. (2.50) remains to be differentiated and it involves the
source field itself:〈
TC∂z1 S[ϕ]ĉϵ(z1)ĉ†

ζ(z2)
〉

ϕ
=

〈
TC ĉϵ(z1)∂z1 e−i

´ z1
z2

dz3
´

dz4 ĉ†
ᾱ(z3)ϕᾱ,β̄(z3,z4)ĉβ̄(z4) ĉ†

ζ(z2)

〉
ϕ

+

〈
TC∂z1 e−i

´ t0−iβ
z1

dz3
´
C dz4 ĉ†

ᾱ(z3)ϕᾱ,β̄(z3,z4)ĉβ̄(z4) ĉϵ(z1)ĉ†
ζ(z2)

〉
ϕ

= i
〈
TCS[ϕ]

ˆ
C

dz4 ϕᾱ,β̄(z1,z4)
[
ĉ†

ᾱ(z1)ĉβ̄(z4), ĉϵ(z1)
]

ĉ†
ζ(z2)

〉
ϕ

=

ˆ
C

dz4 ϕϵ,β̄(z1,z4)G
ϕ

β̄,ζ(z4,z2). (2.54)

In Eq. (2.54), the fact that

∂x

ˆ x′

x
dx′′ f ′(x′′) = ∂x

[
f (x′)− f (x)

]
= − f ′(x)

was put to use. One can omit the annihilation operator in the exponential of
S[ϕ], since it anticommutes with ĉϵ(z1) and it is taken care of by the contour-
ordering operator. One can also not care about the global sign when carrying
over parts of S[ϕ] within the thermal average, since its arguments consist of an
even number of field operators. According to Eqs. (2.51), (2.53) and (2.54), the
equations of motion (2.50) become

i∂z1G
ϕ
ϵ,ζ(z1,z2)− hϵβ̄(z1, z̄2)Gϕ

β̄ζ
(z̄2,z2)− ϕϵ,β̄(z1, z̄2)Gϕ

β̄,ζ(z̄2,z2) = δC(z1,z2)δϵ,ζ

− iVγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)

〈
TC ĉ†

γ̄(z̄2)ĉδ̄(z̄3)ĉβ̄(z̄4)ĉ†
ζ(z2)

〉
ϕ

. (2.55)

Since all averages are expressed in the grand-canonical ensemble, the Matsub-
ara part of the one-body term hM

αβ in Eq. (2.55) is normalized by the chemical
potential, as is done in Eq. (2.10). By defining the noninteracting Green’s func-
tion G0 like[

i∂z1 δϵ,β̄δ(z1, z̄2)− hϵβ̄(z1, z̄2)
]
G0

β̄,ζ(z̄2,z2) = δC(z1,z2)δϵ,ζ , (2.56)

the equations of motion (2.55) become[
G0

ϵ,β̄(z1, z̄2)
−1 − ϕϵ,β̄(z1, z̄2)

]
Gϕ

β̄,ζ(z̄2,z2) = δC(z1,z2)δϵ,ζ

− iVγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)

〈
TC ĉ†

γ̄(z̄2)ĉδ̄(z̄3)ĉβ̄(z̄4)ĉ†
ζ(z2)

〉
ϕ

. (2.57)

The Dyson’s equation (2.44) can be seen encoded in the equations of motion
(2.57). To map it to the Dyson’s equation, the term containing the four-point
correlation function must satisfy

Σϕ

ϵ,β̄(z1, z̄2)Gϕ

β̄,ζ(z̄2,z2) = −iVγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)

〈
TC ĉ†

γ̄(z̄2)ĉδ̄(z̄3)ĉβ̄(z̄4)ĉ†
ζ(z2)

〉
ϕ

.

(2.58)

The Equation (2.58) relates the one-particle propagator G and the self-energy
Σ to the two-particle correlation function expressed as a four-point correlation
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function. It also is a cornerstone of Hedin’s equations, like will be seen in Sec-
tion 2.4, because it holds all the microscopic details of the interactions acting in
the physical system. The four-point correlation function (2.58) can be replaced
with Eq. (2.47) provided that the variables in Eq. (2.47) be traded off like follows:
(γ,z4)→ (γ̄, z̄2), (δ,z3)→ (δ̄, z̄3), (ϵ,z1)→ (β̄, z̄4) and (ζ,z2)→ (ζ,z2). Then, by
multiplying from the right the resulting expression by G−1 to isolate the self-
energy Σ, one gets

Σϕ
ϵ,ζ(z1,z2)

= Vγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)

[
−iGϕ

δ̄,γ̄(z̄3, z̄2)δβ̄,ζδ(z̄4,z2) + iGϕ

β̄,γ̄(z̄4, z̄2)δδ̄,ζδ(z̄3,z2)

+ Gϕ

β̄,ᾱ(z̄4, z̄5)Γ
ϕ

ᾱ,ζ;θ̄,ω̄(z̄5,z2; z̄7, z̄8)χ
ϕ

θ̄,ω̄;γ̄,δ̄(z̄7, z̄8; z̄2, z̄3)
]
. (2.59)

The self-energy is fully described by Eq. (2.59) and it composes one of the
Hedin’s equations that will be covered in Section 2.4. The first term in Eq. (2.59)
is often coined the Hartree term and the second the Fock term. The last term
contains all the information about the dynamics of correlations.

−i×
(δ̄, 3̄) (γ̄, 2̄)

(ε, 1) (ζ, 2)

+ i× (γ̄, 2̄) (β̄, 4̄)

(ε, 1) (ζ, 2)
+

(ε, 1)

(β̄, 4̄)

(γ̄, 2̄)(δ̄, 3̄)

(ᾱ, 5̄)

(θ̄, 7̄) (ω̄, 8̄)

(ζ, 2)

Figure 2.4: Diagrammatic representation of the self-energy (2.59). The wiggled line de-
notes a boson exchanged and the boxes have been defined in Fig. 2.3.

2.3.4 Spectral functions

The correlation functions Eqs. (2.25) and (2.46) contain information about the
single-particle and two-particle excitation spectrum, respectively. The single-
particle correlation function encapsulates the effect of the surrounding interact-
ing particles onto a propagating particle as well as its feedback. On the other
hand, the two-particle correlation function captures the collective modes of the
system: it evaluates how two particles interact with each other in the course of
their propagation through the interacting background.

To get the dynamical properties of a physical system, one must know how
the system is initially prepared and how it evolves in time, i.e know the time-
dependent Hamiltonian Ĥ(t). As will be shown, the Lehmann representation
of the correlation functions provides a transparent framework to calculate phys-
ical observables O and access spectral functions. It will motivate the spectral
representation of Green’s functions and clarify their purposes and properties.
For instance, time-dependent observables can be expressed as

O(t) = ∓i∑
α,β
Oα,βG<β,α(t, t), (2.60)



2.3 correlation functions and equations of motion 25

with G<(t0, t0) = GM(τ− τ+). In general, the lesser component, which describes
the propagation of electrons, reads Recall that the upper

sign holds for
fermions and the
lower sign for
bosons.

G<α,β(t, t
′) = ±i∑

k
ρk ⟨Ψk| Û(t0, t′)ĉ†

β︸ ︷︷ ︸
⟨ΨL

k |

Û(t′, t)ĉαÛ(t, t0) |Ψk⟩︸ ︷︷ ︸
|ΨR

k ⟩

, (2.61)

with the set {|Ψk⟩} representing the eigenstates of the equilibrium Hamilto-
nian ĤM with eigenvalues Ek. Thereof, the density matrix ρk = e−βEk /Z . The
evolution operators showing up in Eq. (2.61) are defined in Eq. (2.6). The lesser
component (2.61) corresponds to the probability amplitude of finding a state
that represents the annihilation of a particle with quantum number α in a state
Û(t, t0) |Ψk⟩ that has evolved from t0 to t and then evolved from t to t′ (de-
scribed by the state

∣∣ΨR
k

〉
) resulting in a state that represents the annihilation

of a particle with quantum number β in a state Û(t′, t0) |Ψk⟩ that has evolved
from time t0 to t′ (described by the state

∣∣ΨL
k

〉
).

Another important Keldysh component, the greater component, which de-
scribes the propagation of holes, is defined as

G>α,β(t, t
′) = −i∑

k
ρk ⟨Ψk| Û(t0, t)ĉα︸ ︷︷ ︸

⟨ΨL
k |

Û(t, t′)ĉ†
βÛ(t′, t0) |Ψk⟩︸ ︷︷ ︸
|ΨR

k ⟩

. (2.62)

By breaking up the expectation value (2.62), it becomes clear that the greater
component (2.62) bears a very similar meaning to the lesser component, al-
though the annihilation operators ĉ operating on the time-evolved equilibrium
eigenstates {|Ψk⟩} are replaced with particle creation operators ĉ†. It is worth-
while pointing out that both the lesser (2.61) and greater (2.62) components obey
the symmetry relation G>,<

α,β (t, t′)∗ =−G>,<
β,α (t′, t); this will allow, combined with

the Heaviside function (Eq. (2.5)), to define a self-adjoint retarded spectral func-
tion the likes of Eq. (2.31). Let’s now squeeze into Eq. (2.61) a closure relation
over the set of eigenstates of ĤM {|Ψl⟩} and let’s split up into two the unitary
operator Û standing in the middle of the expectation values. This leads to A hole describes the

absence of an
electron in the Fermi
sea. It can be
thought of as the
antiparticle of the
electron in
condensed matter, to
the extent that when
it recombines with
an electron, they
both annihilate each
other.

G<α,β(t, t
′) = ±i∑

kl
ρk

t′

∑
t′′=t+

⟨Ψk| Û(t0, t′)ĉ†
βÛ(t′, t′′) |Ψl⟩ ⟨Ψl | Û(t′′, t)ĉαÛ(t, t0) |Ψk⟩

= ±i∑
kl

ρk

t′

∑
t′′=t+

Ψβ
kl(t
′, t′′)Ψα

kl(t
′′, t)∗. (2.63)

The various elements are given some explanations to grasp their meaning. First,
based off the equilibrium eigenstates, the expectation values Ψβ(α)

kl evaluate the
transition matrix elements between the state |Ψl⟩ and a state characterized by
the annihilation of a particle with quantum number β(α) after having evolved
the state |Ψk⟩ to time t′(t), and then evolved with that one extra hole until time
t′′. Second, the expectation values Ψ can be considered as matrix elements in
time and an effective partial matrix multiplication is carried out over time vari-
able t′′, ranging from t+ to t′, such as to ensure that all the intermediate times
are accounted for. Third, since the boundaries of the time summation produce
identical terms, one needs to start the summation at a time t+ = t + δt infinites-
imally later than t (δt→ 0+ here stands for the smallest time step). Finally, the
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very same discussion easily carries over to G> in Eq. (2.64), whose decomposi-
tion reads

G>α,β(t, t
′) = −i∑

kl
ρk

t

∑
t′′=t′+

Ψα
kl(t, t

′′)Ψβ
kl(t
′′, t′)∗. (2.64)

Let’s now tackle the forward partial Fourier representation of the retarded
Green’s function (2.30). Having in mind that the forward Fourier transform of
Θ(t− t′) givesη is needed for the

convergence of the
integral. lim

η→0+

ˆ ∞

t′+
dt ei(ω+iη)(t−t′)Θ(t− t′) = lim

η→0+

i
ω + iη

, (2.65)

the forward partial Fourier transformation

GR
α,β(ω, t′) =

lim
η→0+

ˆ ∞

t′+
dt ei(ω+iη)(t−t′)Θ(t− t′)

ˆ ∞

−∞
dω′ e−iω′(t−t′)

[
G>α,β(ω

′, t′)− G<α,β(ω
′, t′)

]
(2.66)

leads to Eq. (2.30). One can infer the expressions of G<,>(ω′, t′) easily from
Eq. (2.66)

G>(<)
α,β (ω′, t′) =

ˆ ∞(t′+)

t′+(−∞)
dt̄ eiω′(t̄−t′)G>(<)

αβ (t̄, t′), (2.67)

and use Eqs. (2.63) and (2.64) to specify further Eq. (2.67). With the definition
(2.29), the expression of GR can be compressed down with the help of Eqs. (2.61)
and (2.62) to give

GR
α,β(t, t

′) = −iθ(t− t′)⟨{ĉα(t), ĉ†
β(t
′)}⟩, (2.68)

with the angular brackets representing the thermodynamic ensemble average
with respect to the equilibrium eigenstates {|Ψk⟩} and {·, ·} the anticommuta-
tor.

Further down below, the analytic properties of the numerator of Eq. (2.30) in
the complex upper-half plane will allow one to systematically calculate spectral
moments of the retarded Green’s function. Specific details on how to carry out
the contour integral in the complex plane are touched on in Appendix D.

spectral moments The focus here is turned to the expression delineating
the forward Fourier transform of the retarded Green’s function (2.30), from
which the spectral moments can be generated systematically by integrating
iteratively by parts. The leading terms of this development areFor conciseness, the

limit over η has been
dropped. GR(ω, t2) =

ˆ ∞

t+2
dt1 ei(ω+iη)(t1−t2)GR(t1, t2)

=
iei(ω+iη)0+GR(t+2 , t2)

(ω + iη)
−

ei(ω+iη)0+ i∂t1GR(t1, t2)
∣∣
t1=t+2

i (ω + iη)2

−
ei(ω+iη)0+ i2∂2

t1
GR(t1, t2)

∣∣
t1=t+2

i (ω + iη)3 − 1

[i (ω + iη)]3

ˆ ∞

t+2
dt1 ei(ω+iη)(t1−t2)∂3

t1
GR(t1, t2).

(2.69)



2.3 correlation functions and equations of motion 27

The numerator of the first term in Eq. (2.69) simplifies to 1: that is the first
moment of the retarded Green’s functions and it is a direct consequence of the
anti-commuting property of the fermionic field operators. The numerators of
the succeeding terms comprising partial time derivative(s) can be expressed out
in a more convenient form by employing once again Eq. (2.30):

in∂n
t1
GR(t1, t2)

∣∣
t1=t+2

= lim
η→0+

ˆ ∞

−∞
dω

ˆ ∞

−∞
dω′ in∂n

t1
e−i(ω+iη)(t1−t2)

i [G>(ω′, t2)− G<(ω′, t2)]

ω−ω′ + iη

∣∣∣∣
t1=t+2

= lim
η→0+

ˆ ∞

−∞
dω (ω + iη)n

ˆ ∞

−∞
dω′ e−i(ω+iη)0+ i [G>(ω′, t2)− G<(ω′, t2)]

ω−ω′ + iη

= π

ˆ ∞

−∞
dω ωn [G>(ω, t2)− G<(ω, t2)] . (2.70)

To get to the last line of Eq. (2.70), the Cauchy relation (D.9) derived in Ap-
pendix D was put to use – the numerator of the integrand was assumed to
be holomorphic in the complex frequency upper half-plane. Results the likes
of Eq. (2.70) that describe the spectral moments are derived in the Wigner
representation in Ref. [139]. The imaginary number appearing in Eqs. (2.62)
and (2.61) has not yet been canceled out in the numerator of the integrand
of Eq. (2.70), thus the term within square brackets [· · · ] has a −i as factor
(fermions). Finally, the retarded spectral moments µR are defined as, taking
Eqs. (2.31) and (2.68) into account,

µR
n (t2) ≡

ˆ ∞

−∞
dω ωnAR(ω, t2) = in∂n

t1
AR(t1, t2)

∣∣
t1=t+2

= in∂n
t1
⟨{ĉ(t1), ĉ†(t2)}⟩

∣∣
t1=t+2

. (2.71)

The lesser µ< and greater µ> spectral moments are obtained by simply replacing
the retarded Keldysh component of the spectral function A in Eq. (2.71) with
the corresponding Keldysh component. With Eq. (2.71) at hand, the spectral
development (2.69) becomes

GR(ω, t2) =
∞

∑
n=0

µR
n (t2)

(ω + iη)n+1 . (2.72)

Note that the retarded self-energy ΣR shares the same analytical properties
as the retarded Green’s function in the complex frequency plane and it can
therefore be represented as a series

ΣR(ω, t2) =
∞

∑
n=0

µR
n
′
(t2)

(ω + iη)n , (2.73)

where this time the moments µR ′, defined just like Eq. (2.72) with GR replaced
by ΣR, are those of the retarded self-energy. The self-energy (2.73) can have
a contribution constant in frequency and it will be shown that it corresponds
to the Hartree-Fock terms (see Eq. (2.59)). The combination of both Eqs. (2.72)
and (2.73) enables oneself to deduce the moments µR ′. This will be done in
Section 3.2.1.3 for the Hubbard model (3.9).
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2.4 hedin’s equations

The Hedin’s equations consist in a set of five coupled equations that builds
off of the one-particle fermionic Green’s function G (2.44), the self-energy Σ
(2.59), the two-particle Green’s function (susceptibility) χ (2.46), the one-particle
bosonic Green’s function W that needs yet to be defined, and finally the G-
skeletonic vertex function Γ. The Hedin’s equations are a recasting of the latterThe one-particle

bosonic Green’s
function represents

the interaction.

equations that renders the self-energy G- and W-skeletonic and the vertices
two-particle irreducible and two-interaction line irreducible. The diagrammatic
representation of the equations will facilitate the derivation of the full set of
Hedin’s equations.

To start off, the vertex Γ is computed from the self-energy (2.59), giving

Γϕ
ϵ,ζ;θ,ω(z1,z2;z7,z8) = iVγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)δδ̄,θδγ̄,ωδβ̄,ζδC(z̄4,z2)δ

C(z̄3,z7)δ
C(z̄2,z8)

− iVγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)δβ̄,θδγ̄,ωδδ̄,ζδC(z̄3,z2)δ

C(z̄4,z7)δ
C(z̄2,z8)

−
δ
(

Vγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)G

ϕ

β̄,ᾱ(z̄4, z̄5)Γ
ϕ

ᾱ,ζ;θ̄,ω̄(z̄5,z2; z̄7, z̄8)χ
ϕ

θ̄,ω̄;γ̄,δ̄(z̄7, z̄8; z̄2, z̄3)
)

δGϕ
θ,ω(z7,z8)

,

(2.74)

whose expression is diagrammatically illustrated by Fig. 2.5. The last two terms
in Eq. (2.74) can be grouped together so as to give

Γϕ
ϵ,ζ;θ,ω(z1,z2;z7,z8) = iVωθ

ϵζ (z1,z8,z7,z2) +

(ϵ, 1)

(ω, 8)

(ζ, 2)

(θ, 7)

Γ̃ , (2.75)

where the Hartree interaction line in Eq. (2.74) is singled out, having gathered
the rest under the blue hatched box Γ̃.

(ε, 1) (ζ, 2)

(θ, 7) (ω, 8)

= i×

(θ, 7) (ω, 8)

(ε, 1) (ζ, 2)

− i×
(ε, 1) (ζ, 2)

(θ, 7) (ω, 8)

−
(ε, 1)

(β̄, 4̄)

(γ̄, 2̄)(δ̄, 3̄)

(ᾱ, 5̄)

(θ̄, 7̄) (ω̄, 8̄)

(ζ, 2)

δ

δGφθ,ω(7,8)

Figure 2.5: Diagrammatic representation of the G-skeletonic two-particle irreducible
vertex Γ. The last two terms make up Γ̃, denoted as a blue hatched box.

Due to the fact that Γ appears in the two-particle Green’s function (2.46) (Fig. 2.3),
the recasting of Γ (2.75) can be expanded within:

χ
ϕ
ϵ,ζ;γ,δ(z1,z2;z4,z3) = −iGϕ

ϵ,γ(z1,z4)G
ϕ
δ,ζ(z3,z2)

− iGϕ
ϵ,ᾱ(z1, z̄5)Vω̄θ̄

ᾱη̄ (z̄5, z̄8, z̄7, z̄6)χ
ϕ

θ̄,ω̄;γ,δ(z̄7, z̄8;z4,z3)Gϕ
η̄,ζ(z̄6,z2)

− Gϕ
ϵ,ᾱ(z1, z̄5)Γ̃

ϕ

ᾱ,η̄;θ̄,ω̄(z̄5, z̄6; z̄7, z̄8)χ
ϕ

θ̄,ω̄;γ,δ(z̄7, z̄8;z4,z3)Gϕ
η̄,ζ(z̄6,z2). (2.76)

The equation (2.76) is diagrammatically represented by Fig. 2.6 and it will be
useful later on to define the two-particle and two-interaction line irreducible
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vertex function Λ. Since the two-particle irreducible G-skeletonic vertex func-
tion Γ appears also in the self-energy (2.59), the expression (2.75) can be devel-
oped in the self-energy to give

Σϕ
ϵ,ζ(z1,z2) = −iVγ̄δ̄

ϵζ (z1, z̄2, z̄3,z2)Gϕ

δ̄,γ̄(z̄3, z̄2) + iVγ̄ζ

ϵβ̄
(z1, z̄2,z2, z̄4)G

ϕ

β̄,γ̄(z̄4, z̄2)

+ iVγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)G

ϕ

β̄,ᾱ(z̄4, z̄5)Vω̄θ̄
ᾱζ (z̄5, z̄8, z̄7,z2)χ

ϕ

θ̄,ω̄;γ̄,δ̄(z̄7, z̄8; z̄2, z̄3)

+ Vγ̄δ̄

ϵβ̄
(z1, z̄2, z̄3, z̄4)G

ϕ

β̄,ᾱ(z̄4, z̄5)Γ̃
ϕ

ᾱ,ζ;θ̄,ω̄(z̄5,z2; z̄7, z̄8)χ
ϕ

θ̄,ω̄;γ̄,δ̄(z̄7, z̄8; z̄2, z̄3). (2.77)

The equation (2.77) is shown in terms of Feynman diagrams in Fig. 2.7.

(γ, 4) (δ, 3)

(ε, 1) (ζ, 2)

= −i×

(γ, 4) (δ, 3)

(ε, 1) (ζ, 2)

− i×

(ε, 1) (ζ, 2)

(γ, 4) (δ, 3)

(ᾱ, 5̄)

(θ̄, 7̄) (ω̄, 8̄)

(η̄, 6̄)

−

(ε, 1) (ζ, 2)

(γ, 4) (δ, 3)

(ᾱ, 5̄)

(θ̄, 7̄) (ω̄, 8̄)

(η̄, 6̄)

Figure 2.6: Diagrammatic representation of the Bethe-Salpeter equation (2.46) into
which Γ has been substituted by Eq. (2.75).

In the expanded expression of the self-energy (2.77), the third term outlines
how the screened interaction W should look like. The equation defining W will
be laid out further down. It is important to recall that Eq. (2.75) states that
the bare Fock term is included in Γ̃, and not the bare Hartree term – the bare
Hartree term is inserted in Fig. 2.4 leading to the third term.

−i×
(δ̄, 3̄) (γ̄, 2̄)

(ε, 1) (ζ, 2)

+ i× (γ̄, 2̄) (β̄, 4̄)

(ε, 1) (ζ, 2)
+ i×

(ε, 1)

(β̄, 4̄)

(γ̄, 2̄)(δ̄, 3̄)

(ᾱ, 5̄)

(θ̄, 7̄) (ω̄, 8̄)

(ζ, 2)

+
(ε, 1)

(β̄, 4̄)

(γ̄, 2̄)(δ̄, 3̄)

(ᾱ, 5̄)

(θ̄, 7̄) (ω̄, 8̄)

(ζ, 2)

Figure 2.7: Digrammatic representation of the self-energy (2.77) whose Γ has been split
apart according to Eq. (2.75). The third term generates the class of rainbow
diagrams by iterating through χ (see Eq. (2.77)).

Let’s now consider Eq. (2.7) without the Hartree term (first term). If one re-
moves the two Green’s function lines at the bottom of all the diagrams in
Fig. 2.6, then one would realise that each of the resulting terms appear as ver-
tices at the right end of the last three terms in Fig. 2.7. The removal of those
two G-legs ushers in a new collection of terms, denoted Λ̃, and they read

Λ̃ϕ
ϵ,ζ;γ,δ(z1,z2;z4,z3)

= −iδC(z1,z4)δ
C(z3,z2)δϵ,γδδ,ζ − iVω̄θ̄

ϵζ (z1, z̄8, z̄7,z2)χ
ϕ

ω̄,θ̄;γ,δ(z̄7, z̄8;z4,z3)

− Γ̃ϕ

ϵ,ζ;θ̄,ω̄(z1,z2; z̄7, z̄8)χ
ϕ

θ̄,ω̄;γ,δ(z̄7, z̄8;z4,z3) . (2.78)

The boxed terms in Eq. (2.78) are the only fully irreducible terms upon iterating
and they constitute the fully irreducible vertex Λ, shown in Fig. 2.8. The full
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irreducibility means that the set of equations are irreducible with respect to
cutting two interacting Green’s functions and two interaction lines, and this
applies to the particle-hole and particle-particle channels.

(γ, 4) (δ, 3)

(ε, 1) (ζ, 2)

= −i× 〉〈
(γ, 4) (δ, 3)

(ε, 1) (ζ, 2)

−

(γ, 4) (δ, 3)

(ε, 1)

(θ̄, 7̄) (ω̄, 8̄)

(ζ, 2)

Figure 2.8: Fully irreducible vertex Λ (orange box) illustrated in terms of diagrams. The
blue box is defined in Fig. 2.75.

The attention is now turned to the sole term not boxed in Eq. (2.78), namely
the class of rainbow diagrams. Looking back at Fig. 2.6, one can see that rain-
bow terms can be self-consistently generated by iterating through all the terms
making up χ, i.e. by inserting self-consistently the content of χ (green box) into
itself. Therein, by construction, the vertex of the set of rainbow diagrams boils
down to this integral equation

Wϕ
ϵ,ζ;γ,δ(z1,z2;z4,z3) = iVδγ

ϵζ (z1,z3;z4,z2)

+ Vλ̄ῑ
ϵζ (z1, z̄11, z̄9,z2)Gϕ

ῑ,ν̄(z̄9, z̄14)G
ϕ

ρ̄,λ̄(z̄13, z̄11)Λ
ϕ
ν̄,ρ̄;κ̄,µ̄(z̄14, z̄13; z̄10, z̄12)

×Wϕ
κ̄,µ̄;γ,δ(z̄10, z̄12;z4,z3), (2.79)

corresponding to the aforementioned interacting one-particle bosonic Green’s
function. The screened potential (2.79), shown in Fig. 2.9, is comprised of the
fully irreducible vertex function Λ represented in Fig. 2.8.

(γ, 4) (δ, 3)

(ε, 1) (ζ, 2)

= i×

(γ, 4) (δ, 3)

(ε, 1) (ζ, 2)

+

(γ, 4) (δ, 3)

(ε, 1)

(ῑ, 9̄) (λ̄, 1̄1)

(ν̄, 1̄4) (ρ̄, 1̄3)

(κ̄, 1̄0) (µ̄, 1̄2)

(ζ, 2)

Figure 2.9: Diagrammatic representation of the screened potential (2.79).

From Eq. (2.79) can be defined the polarization Π:

Πϕ
ϵ,ζ;γ,δ(z1,z2;z4,z3) = Gϕ

ϵ,ν̄(z1, z̄14)G
ϕ
ρ̄,ζ(z̄13,z2)Λ

ϕ
ν̄,ρ̄;γ,δ(z̄14, z̄13;z4,z3). (2.80)

To sum up, the screened potential W defined in Eq. (2.79) takes care of the
rainbow-type vertices in the self-energy2 (2.77) and the fully irreducible vertex
Λ defined in Eq. (2.78) (boxed terms) takes care of the remaining terms. The
three last terms composing the self-energy (2.77) can be merged to give an

2 See the third term in Fig. 2.7.
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expression of the self-energy that is skeletonic in both G and W, disregarding
the Hartree term:

Σϕ
ϵ,ζ(z1,z2) = −iVγ̄δ̄

ϵζ (z1, z̄2, z̄3,z2)Gϕ

δ̄,γ̄(z̄3, z̄2)

+ iWϕ

ϵ,β̄;γ̄,δ̄(z1, z̄4; z̄2, z̄3)Gϕ

β̄,ᾱ(z̄4, z̄5)Λ
ϕ

ᾱ,ζ;γ̄,δ̄(z̄5,z2; z̄2, z̄3). (2.81)

The equation (2.81) is illustrated in Fig. 2.10. For instance, the Fock term can be
easily generated from Eq. (2.81) by using the first-order terms of both Λ and
W.

−i×
(δ̄, 3̄) (γ̄, 2̄)

(ε, 1) (ζ, 2)

+ i×
(ε, 1)

(β̄, 4̄)

(γ̄, 2̄)(δ̄, 3̄)

(ᾱ, 5̄) (ζ, 2)

Figure 2.10: G- and W-skeletonic self-energy.

The set of Eqs. (2.81), (2.79), (2.78) (boxed terms), (2.80) and (2.44) altogether
constitute the Hedin’s equations, which will be used later on. The Hedin’s
equation will provide the systematic guideline to express the class of relevant
diagrams that embody the physical processes in the neighbourhood of a anti-
ferromagnetic phase instability, and this will be done in Chapter 4. The irre-
ducible vertices that will appear in TPSC (and variants) in Section 5.1 are only
G-skeletonic, and will therefore be denoted by Γ.

2.5 fermionic path integrals in a nutshell

The path integral formalism is designed to deal with fermionic systems con-
taining an infinite number of identical particles. It harnesses the algebra of
anticommuting generators, called Grassmann algebra, and the properties of
Gaussian integrals to recast the partition function (2.24) (ϕ → 0). The Grass-
mann fields (generators) are homomorphic to the ladder operators introduced
in Section 2.1 and obey the anti-periodic boundary conditions in imaginary
time (2.34). Within this formalism, the equations of motion describing the dy-
namics of the system are obtained via the stationary phase principle.

The path integral formalism will be mainly useful to derive the DMFT equa-
tions in Section 3.2. The properties of interest of the Grassmann algebra are
first set out in Section 2.5.1 and Section 2.5.2. The goal is then to represent the
path integral of a generic system hybridizing two disjoint Hilbert spaces; one
depicting the local finite degrees of freedom of the fields and the other the con-
tinuum to which it is coupled. This is done in Section 2.5.3. This is crucial in
the formulation of DMFT [43, 44] and its extensions that capture the nonlocal
correlations [103].
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2.5.1 Grassmann algebra

The Grassmann algebra is introduced in the context of coherent fermion states
and a detailed and comprehensive review is given in Ref. [95]. A Grassmann
algebra consists of a set of generators {ηi,η∗i }, i ∈ Z, that anticommutes with
each other {

η
(∗)
i η

(∗)
j + η

(∗)
j η

(∗)
i = 0

η
(∗)
i ηj + η

(∗)
j ηi = 0,

(2.82)

∀ i, j = 1, · · · ,n. The unit (identity) generator is denoted 1. The generators η and
η∗ are conjugate from one another,The operation of

conjugation (∗) is
linear and
involutive.

(ληiη
∗
j )
∗ = λ∗ηjη

∗
i , ∀ λ ∈ C.

Under multiplication, the element 1 + η
(∗)
i is the inverse of 1− η

(∗)
i . The integral

and differential calculus is also defined over the field of Grassmann operators.
The partial derivatives obey

∂

∂ηi

∂

∂ηj
+

∂

∂ηj

∂

∂ηi
= 0

ηi
∂

∂ηj
+

∂

∂ηj
ηi = δi,j.

(2.83)

Eq. (2.83) is valid for any combination of generators in the set {ηk,η∗k }. The dif-

ferential operator is therefore nilpotent just like the generators η
(∗)
i , i.e.

(
η
(∗)
i

)2
=

0 according to relations (2.82). The identities (2.83) can be easily verified when
acting them upon general functions

f (ηi,ηj;{η}) = 1 + ηiλ({η}) + ηjγ({η}) + ηiηjω({η}), (2.84)

with λ, γ and ω general functions of generators ηk ̸=i,j. For closedness of the
algebra, the integral operator is defined to be the same as the differential one
(equivalent for any combination of ηi and η∗i ):

∂

∂ηi
η∗j ηi =

ˆ
dηi η∗j ηi = −η∗j

∂

∂ηi
1 =

ˆ
dηi 1 = 0.

(2.85)

There is therefore no metric in Grassmann algebra.

2.5.2 Coherent states

The fermionic coherent states consist in an over-complete set of Grassmann
vectors {|η⟩} that spans over the Fock space, meaning that any many-particle
state |Ψ⟩ can be expanded over the former set, with Grassmann generators η

as coefficients. These coefficients η turn out to be the eigenvalues to the ladder
operator ĉ, with |η⟩ the eigenvectors

ĉα |η⟩ = ηα |η⟩ , (2.86)
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if the eigenvectors read

|η⟩ = e−∑α ηα ĉ†
α |0⟩ = ∏

α

(
1− ηα ĉ†

α

)
|0⟩ , (2.87)

where |0⟩ denotes the void and α arbitrary degrees of freedom characterizing
the fields. Note that the ladder operators ĉ(†) anticommute with the Grassmann
generators η in the same way Grassmann generators anticommute (Eq. (2.82)).
The adjoint of Eq. (2.87) simply gives

⟨η| = ⟨0| e−∑α ĉαη∗α = ⟨0|∏
α

(1− ĉαη∗α) , (2.88)

such that the overlap ⟨η|η⟩ gives, taking into account that ηα ĉα commutes with
ηβ ĉ†

β, ∀ α ̸= β,

⟨η|η⟩ = ⟨0|∏
α

(1 + η∗α ĉα)∏
β

(
1− ηβ ĉ†

β

)
|0⟩ = ⟨0|∏

α

(1 + η∗α ĉα)
(
1− ηα ĉ†

α

)
|0⟩

= ∏
α

⟨0|1 + η∗αηα ĉα ĉ†
α |0⟩ = e∑α η∗α ηα . (2.89)

The eigenvalue problem (2.86) can be straightforwardly verified using the alge-
braic properties laid out in Section 2.5.1:

ĉα′ |η⟩ = ∏
α ̸=α′

(
1− ηα ĉ†

α

)
ĉα′
(
1− ηα′ ĉ†

α′
)
|0⟩ = ∏

α ̸=α′

(
1− ηα ĉ†

α

)
ηα′
(
1− ĉ†

α′ ĉα′
)
|0⟩

= ∏
α ̸=α′

(
1− ηα ĉ†

α

)
ηα′
(
1− ηα′ ĉ†

α′
)
|0⟩ = ηα′ |η⟩ , (2.90)

where the anticommutation relations {ĉ†
α, ĉα′} = δα,α′ have been used. From

Eq. (2.88) it is easy to show the adjoint relation ⟨η| ĉ†
α′ = ⟨η|η∗α′ . Also, by ap-

plying ĉ†
α′ onto the coherent state (2.87), one can verify that ĉ†

α′ |η⟩ = −
∂

∂ηα′
|η⟩

and, therefore, ⟨η| ĉα′ = −⟨η|
←−
∂

∂η∗
α′

. To conclude, according to the inner product
(2.89), the closure relation onto the coherent states of the Fock space reads

ˆ
∏

α

dη∗αdηαe−∑α η∗α ηα |η⟩ ⟨η| = 1̂. (2.91)

As a consequence, the inner product between two functions g and f of the form
(2.84) together with partial integration leads to

f · ∂g
∂η

=

ˆ
∏

α

dη∗αdηαe−∑α η∗α ηα f ({ηα})∗
∂g({ηα})

∂ηα′

=

ˆ
∏

α

dη∗αdηαe−∑α η∗α ηα f ({ηα})∗η∗α′g({ηα}) = (η f ) · g, (2.92)

where the fact that

∂

∂η
e−η∗η g({η}) = e−η∗η

(
∂g({η})

∂η
+ η∗g({η})

)
was put to use. Eq. (2.92) means that in the Grassmann algebras the generators
ηα are hermitian conjugates to the derivatives ∂

∂ηα
. This dual relation replaces

that between the canonical momentum and position operators and it will be
clearer in Section 2.5.3.
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2.5.3 Path integral of hybridized quantum systems

The path integral expression for a system coupling two distinct Fock spaces
{|η⟩} and {|ξ⟩} is derived. The general Hamiltonian describing this set-up is

Ĥ(t) =

Ĥloc[ĉ†
σ, ĉσ](t) + ∑

α,σ

¨
dtdt′

(
Θσ,α(t, t′)ĉ†

σ(t)b̂α(t′) + H.c.
)
+ ∑

α

ϵαb̂†
αb̂α, (2.93)

where the ladder operators ĉ(†)σ annihilate (create) a fermion of quantum num-
bers σ in the Fock space F({|η⟩}) and the ladder operators b̂(†) annihilate (cre-
ate) a fermion with quantum numbers α in F({|ξ⟩}). The term Θ is a complex
number that couples the two disjoint Fock spaces: it represents the transition
probability whereby a particle is removed at time t′ from F({|ξ⟩}) to be created
at time t in F({|η⟩}). The hermitian conjugate, denoted “H.c.” in Eq. (2.93), de-
notes the reverse process. The Hamiltonian Ĥloc describes the physics taking
place in F({|η⟩}) whereas the last term in Eq. (2.93) sets forth the energy spec-
trum ϵα of the noninteracting particles existing in F({|ξ⟩}). The Hamiltonian
component acting in F({|ξ⟩}) is static and can be seen as the environment em-
bedding F({|η⟩}). The complete Fock space of the physical system delineated
by the Hamiltonian (2.93) is a direct product of the two disjoint Fock spaces:
{|η,ξ⟩} = {|η⟩ ⊗ |ξ⟩}.

Let’s now turn to the contour-time evolution operators (2.14). Since they
make up a semi-group, closure relations the likes of (2.91) can be squeezed
in to ramify their matrix elements:〈

ησ′, f ,ξα′, f
∣∣ Û(t0 − iβ, t0) |ησ,0,ξα,0⟩ =

lim
n→∞

ˆ n−1

∏
k=1

∏
α,σ

dη∗σ,kdησ,kdξ∗α,kdξα,ke−∑n−1
k=1 ∑σ η∗σ,kησ,k e−∑n−1

k=1 ∑α ξ∗α,kξα,k

×
〈
ησ′, f ,ξα′, f

∣∣ Û(z f ,zn−1) |ησ,n−1,ξα,n−1⟩ ⟨ησ,n−1,ξα,n−1| Û(zn−1,zn−2) · · · |η1,ξ1⟩
× ⟨ησ,1,ξα,1| Û(z1,z0) |ησ,0,ξα,0⟩ , (2.94)

where the initial state is denoted |ησ,0,ξα,0⟩ and the final state
∣∣ησ, f ,ξα, f

〉
. The

contour-times z f = t0− iβ and z0 = t0. In Eq. (2.94), the Trotter-Suzuki decompo-
sition was used to split up into n− 1 parts the integral domain in the argument
of the complex exponential defining Û. Among these n− 1 parts, Nτ lie along
the imaginary-time axis and N lie along the real axis. Indeed, according to the
Baker-Hausdorff formula, when N→ ∞, the error ensuing this decomposition
vanishes, since it scales like O

(
t f−t0

N2

)
– on the imaginary-time axis the Hamil-

tonian is time-translational invariant and therefore commutes at any time τ,
but it doesn’t necessarily hold on the real-axis for (2.93) at different times, i.e.
[Ĥ(t),Ĥ(t′)] ̸= 0, ∀ t ̸= t′. The matrix element can be simplified further by sub-
stituting Û and by utilizing the result (2.89). It givesThe contour-time

integral subscript C
has been dropped out

to enlighten the
equations.
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〈
ησ′, f ,ξα′, f

∣∣ Û(z f ,z0) |ησ,0,ξα,0⟩ =

lim
n→∞

ˆ n−1

∏
k=1

∏
α,σ

dη∗σ,kdησ,kdξ∗α,kdξα,k e−∑n−1
k=1 ∑σ η∗σ,kησ,k e−∑n−1

k=1 ∑α ξ∗α,kξα,k

× e−i
´

dzĤloc[η
∗,η](z)−i ∑α,σ

˜
dzdz′(Θσ,α(z,z′)η∗σ(z)ξα(z′)+H.c.)−i ∑α

´
dzϵαξ∗α(z)ξα(z)

× e∑n
k=1 ∑σ η∗σ,kησ,k−1 e∑n

k=1 ∑α ξ∗α,kξα,k−1 . (2.95)

The subscript k represents a particular subdivision of the contour. The Grass-
mann fields obey the KMS boundary conditions, stating that η(∗)(z f ) =−η(∗)(zi)

and ξ(∗)(z f ) = −ξ(∗)(zi). The terms encircled in blue and red can be combined
together. Doing so, due to the fact that n → ∞, the argument of the combi-
nation results in an integral over the contour where the differential element
dz = −idτ = −i limNτ→∞

β
Nτ

on C3, dz = −dt = − limN→∞
t f
N on C2 and dz = dt

on C1.3 Furthermore, the combination makes derivatives appear, since, for in-
stance, limn→∞

ησ,k−ησ,k−1
dz = ∂ησ(z)

∂z . Thus, the matrix element (2.95) becomes〈
ησ′, f ,ξα′, f

∣∣ Û(t f , t0) |ησ,0,ξα,0⟩ =ˆ
D[η∗σ,ησ]D[ξ∗α,ξα]ei ∑σ

´
dzη∗σ(z)i

∂ησ(z)
∂z ei ∑α

´
dzξ∗α(z)i

∂ξα(z)
∂z

× e−i
´

dzHloc[η
∗,η](z)−i ∑α,σ

˜
dzdz′(Θσ,α(z,z′)η∗σ(z)ξα(z′)+H.c.)−i ∑α

´
dzϵαξ∗α(z)ξα(z)

× e∑σ η∗σ(z f )ησ(z f )e∑α ξ∗α(z f )ξα(z f ). (2.96)

The measure D was defined in Eq. (2.96), for instance, as follows

D[η∗σ,ησ] ≡ lim
n→∞

n−1

∏
k=1

∏
σ

dη∗σ,kdησ,k.

The lagrangian density L of the system (2.93) can be identified in Eq. (2.96):

L[η∗σ,ησ;ξ∗α,ξα](z) =

∑
σ

η∗σ(z)i
∂ησ(z)

∂z
+ ∑

α

ξ∗α(z)i
∂ξα(z)

∂z
−H[η∗σ,ησ;ξ∗α,ξα](z).

Now, instead of computing a single matrix element such as in Eq. (2.96), it
would be convenient to compute the trace of the contour-time evolution op-
erator to get the partition function (2.24) (ϕ → 0). Since it was chosen that
z f = t0 − iβ and zi = t0, it turns out that the trace over the contour is directly
obtained from Eq. (2.96) because of the KMS boundary conditions〈

ησ, f ,ξα, f
∣∣ Û(z f ,z0) |ησ,0,ξα,0⟩ =

〈
ησ, f ,ξα, f

∣∣ Û(z f ,z0)
∣∣−ησ, f ,−ξα, f

〉
. (2.97)

Hence, due to Eq. (2.89), the exponential terms in the last line of Eq. (2.96) get
cancelled out, because〈

ησ, f ,ξα, f
∣∣ Û(z f ,z0)

∣∣−ησ, f ,−ξα, f
〉
= U(z f ,z0)e−∑σ η∗σ(z f )ησ(z f )e−∑α ξ∗α(z f )ξα(z f ).

This leaves one with the following compact expression describing the partition
function in terms of the contour-time Grassmann fields

3 See Section 2.2 for a reminder of the structure of the contour.
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Z [η∗σ,ησ;ξ∗α,ξα] =

ˆ
D[η∗σ,ησ]D[ξ∗α,ξα]eiS[η∗σ ,ησ ;ξ∗α ,ξα], (2.98)

where the action S was defined as

S[η∗σ,ησ;ξ∗α,ξα] ≡
ˆ

dzL[η∗σ,ησ;ξ∗α,ξα](z). (2.99)

Although the partition function (2.98) seems to have been stripped down to
its simplest form, one can resort to Gaussian integral properties to integrate out
the Grassmann fields ξ related to the surrounding environment. First off, let’s
expand the action (2.99) in Eq. (2.98) and reorganize the exponential argument

Z [η∗σ,ησ;ξ∗α,ξα] =ˆ
D[η∗σ,ησ]D[ξ∗α,ξα]ei ∑σ

´
dzη∗σ(z)i

∂ησ(z)
∂z −i

´
dzHloc[η

∗
σ ,ησ ](z)

× ei ∑α

´
dzξ∗α(z)[i ∂

∂z−ϵα]ξα(z)−i ∑α,σ
˜

dzdz′(Θσ,α(z,z′)η∗σ(z)ξα(z′)+H.c.), (2.100)

All the terms in the exponential argument of Eq. (2.100) are either bilinear
or quartic in Grassmann fields, therefore they can be moved around without
changing sign. The focus is now turned to the last line of Eq. (2.100) containing
the fields ξ. If the term in square brackets is defined as

[
i ∂

∂z − ϵα

]
δα,β ≡ Hα,β

and the fields ξ are substituted according to the followingRecall that the bars
over the

contour-time
variables implicitely

represent an integral
on the contour (see

Section 2.3.2).


ξα(z)→ ρα(z) + ∑

ω,γ
H−1

α,ω(z, z̄)Θ∗ω,γ(z̄, z̄′)ηγ(z̄′)

ξ∗α(z)→ ρ∗α(z) + ∑
γ,ω

η∗γ(z̄
′)Θγ,ω(z̄′, z̄)H−1

α,ω(z, z̄)
∗
,

(2.101)

then this leads to the argument below

∑
α,β

ρα(z̄)∗Hα,β(z̄, z̄′)ρβ(z̄′)

− ∑
γ,γ′

η∗γ(z̄
′) ∑

ω,ω′
Θγ,ω(z̄′, z̄)H−1

ω,ω′(z̄, z̄′′)Θ∗ω′,γ′(z̄
′′, z̄′′′)︸ ︷︷ ︸

≡∆γ,γ′ (z̄′,z̄′′′)

ηγ′(z̄′′′). (2.102)

The hybridization function ∆ has been defined in Eq. (2.102): it couples the
disjoint Fock spaces F({|η⟩}) and F({|ξ⟩}). The change of variables (2.101)
changes the measure D[ξ∗α,ξα]→D[ρ∗σ,ρσ], although as shown in Appendix B,
the Jacobian of this transformation is the identity, since it is an isomorphism.
The Hermitian matrix Hα,β is diagonal, such that it can easily be integrated out,
as demonstrated in Appendix B. However, it is useful to note that even if Hα,β

were to not be diagonal, a unitary transformation U could be chosen such as to
diagonalize Hα,β. After the integration over the fields ρ, the partition functionA unitary

transformation
leaves the Jacobian

unchanged.

(2.100) depends solely on the fields η, and one gets

Z [η∗σ,ησ] = det [H]

×
ˆ
D[η∗σ,ησ]ei ∑σ

´
dzη∗σ(z)i

∂ησ(z)
∂z −i

´
dzHloc[η

∗
σ ,ησ ](z)−i ∑γ,γ′ η

∗
γ(z̄′)∆γ,γ′ (z̄

′,z̄′′)ηγ′ (z̄
′′). (2.103)
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In light of the expression of the noninteracting Green’s function G0 (2.56), the
first and last terms in the exponential argument of Eq. (2.103) can be combined
to give

Z [η∗σ,ησ] = det [H]

ˆ
D[η∗σ,ησ]e

i ∑γ,γ′ η
∗
γ(z̄′)G0

γ,γ′ (z̄
′,z̄′′)−1

ηγ′ (z̄
′′)−i

´
dzHloc[η

∗
σ ,ησ ](z),

(2.104)

where G0 is explicitely[
i∂zδγ,γ̄′δ

C(z, z̄′)− ∆γ,γ̄′(z, z̄′)
]
G0

γ̄′,γ′(z̄
′,z′) = δC(z,z′)δγ,γ′ .

The partition function (2.104) is the effective impurity partition function of the
Anderson model which will be discussed in Section 3.2. Note that the argument
of the exponential in Eq. (2.104) is the effective action of the impurity system,
having integrated out the fermionic degrees of freedom of the environment

S[η∗σ,ησ] = ∑
γ,γ′

η∗γ(z̄
′)G0

γ,γ′(z̄
′, z̄′′)

−1
ηγ′(z̄′′)−

ˆ
dzHloc[η

∗
σ,ησ](z). (2.105)





Part III

T H E O R E T I C A L M E T H O D S

The many, the most vulgar, would seem to conceive the good and
happiness as pleasure, and hence they also like the life of gratification.

Here they appear completely slavish, since the life they decide on is a life
for grazing animals.

— Aristotle, Nicomachean Ethics

In this part of the thesis, the theoretical methods employed to cap-
ture the local and nonlocal quantum correlations are introduced.
Namely, the nonequilibrium Dynamical Mean Field Theory (DMFT),
the Two-Particle Self-Consistent approach (TPSC) and its variants
(TPSC+GG) are derived and discussed. The Random Phase Approxi-
mation (RPA)-type DMFT post-processing method to treat two-particle
vertex corrections is detailed. The hybrid between DMFT and TPSC,
so-called DMFT+TPSC method, is covered as well. Finally, various
technicalities whose knowledge is required for the success of their
implementations are broached.





3
Q U A N T U M I M P U R I T Y P R O B L E M

In systems of correlated electrons, the interplay between the kinetic energy and
potential energy is where lies the crux of the matter, since the latter is bound
to the interplay of local and spatial quantum correlations. In intermediately-
to-strongly coupled systems, the electron-electron interaction is comparable to
or larger than the kinetic energy. In this regime, phenomena of great interest
arise such as the high-temperature superconductivity in cuprates where non-
local spin fluctuations would pair up electrons and holes [7, 17, 30], heavy-
fermion compounds which consist in metals doped with local magnetic mo-
ments whereby the effective electronic mass can be several orders of magnitude
larger than its bare value [4], or the Mott metal-insulating transition where tran-
sition metal oxides become insulating due to strong Coulomb interactions in
valence orbitals [45], to name but a few.

Since quantum correlations in low-energy physics are often nonperturbative
in nature, one cannot simply resort to perturbation theory. One way to go about
this is to split up the infinite degrees of freedom embedded in the quantum
field theory into two distinct categories: one which is dealt with exactly consist-
ing in the quantum impurity and the other enclosing the rest of the degrees of
freedom of the system approximated as an external mean field [2]. Dynamical
Mean-Field Theory (DMFT) [43, 44] maps the lattice system onto a quantum
impurity that is embedded self-consistently within an auxiliary mean field rep-
resenting the effective impurity environment. The auxiliary field is the so-called
hybridization function, which will be introduced using the nonequilibrium for-
malism developed in Chapter 2, and it can be calculated by requiring that the
local electronic propagator (lattice-averaged) be equal to the propagator on the
quantum impurity. Hence, DMFT allows to treat local correlations approxima-
tively in finite dimensional lattice systems [44].

However, DMFT takes exactly into account only the local correlations and it
averages out the rest of the lattice assuming translational invariance over the
full lattice. Doing so, DMFT leaves out the nonlocal quantum fluctuations and
therefore it could not provide information about instabilities associated with a
particular wave vector – long-range spin-ordered states and superconductivity
with delocalized gap symmetries are examples of states of matter not detectable
within DMFT.

3.1 pathway to the hubbard model

The Hubbard model is an approximation introduced to describe transition met-
als and rare-earth metals [58]. Those metallic systems share a significant prop-
erty, i.e. the fact that they are compounds whose outer electronic (valence) or-
bitals are very localized in space. Let’s see now how the assumption of highly
localized valence electrons affect the general Hamiltonian (2.48). In Eq. (2.48),

41
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the greek letter subscripts denote arbitrary discrete quantum degrees of free-
dom and the only continuous variable introduced was the contour-time variable
z. Such arbitrary discrete degrees of freedom could be the electronic orbital η,
the spin σ, the lattice site j, etc. However, to properly describe electronic correla-
tions in materials, one must consider the spatial expansion of the single-particle
wave functions. To do this, the spin-orbital basis |η,σ⟩ is introduced along with
the position-spin basis |x,σ′⟩〈

η,σ
∣∣x,σ′

〉
= ϕη,σ(x)δσ,σ′ , (3.1)

where the function ϕη,σ(x) is the single-particle wave function in the position

representation. If ψ̂
(†)
σ (x) denotes the annihilation (creation) operator of a delo-

calized electron with spin σ, then the corresponding ladder operators in spin-
orbital basis read

|η,σ⟩ =

ĉ†
η,σ |0⟩ =

ˆ
dx |x⟩ ⟨x|η,σ⟩ =

ˆ
dx ϕη,σ(x) |x,σ⟩ =

ˆ
dx ϕη,σ(x)ψ̂†

σ(x) |0⟩ ,

where the closure relation over the position basis was employed. It is then easy
to affirm that 

ĉ†
η,σ =

ˆ
dx ϕη,σ(x)ψ̂†

σ(x)

ĉη,σ =

ˆ
dx ϕ∗η,σ(x)ψ̂σ(x).

(3.2)

The single-particle basis functions form an orthonormal basis, i.e.
ˆ

dx ϕ∗η,σ(x)ϕν,σ′(x) = δη,νδσ,σ′ .

From Eq. (3.2), the tensor elements hα,β and Vγ,δ
α,β of Eq. (2.48) can be easily

casted into spin-orbital space

hα,β(z1,z2)→ h(η,σ);(ν,σ′)(z) =
ˆ

dx ϕ∗η,σ(x,z)hσ,σ′(x,z)ϕν,σ′(x,z), (3.3)

and

Vγ,δ
α,β (z1,z2,z3,z4)→ V(κ,σ′);(ι,σ′)

(η,σ);(ν,σ) (x,x′;z,z′) =ˆ
dxdx′ ϕ∗η,σ(x)ϕ

∗
κ,σ′(x

′)Vσ,σ′(x,x′;z,z′)ϕι,σ′(x′)ϕν,σ(x). (3.4)

In Eq. (3.3), the single-particle Hamiltonian will be considered diagonal in spin
space, i.e. the spin doesn’t flip when electrons hop from one orbital to another
(σ = σ′). The interaction term in Eq. (3.4) is a two-body interaction and this ex-
plains why it depends only on two variables. In transition metals and rare-earth
materials, the valence orbitals close to the Fermi level are well energetically sep-
arated from the core electronic shells, and therefore the approximation whereby
the orbitals κ = ι and η = ν can be carried out in Eq. (3.4). Furthermore, since
the Coulomb interaction varies slowly around the nucleus as 1

|x−x′| and the
electrons in the valence shells of these materials are very localized around the
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atomic nucleus, the local electronic interaction is the dominant one and it can
be approximated as a constant in real space

V(κ,σ′);(ι,σ′)
(η,σ);(ν,σ) (x,x′;z,z′)→Uσ,σ′

η,κ (z)δη,νδκ,ιδ(x− x′)δC(z,z′)

=

ˆ
dxdx′

∣∣ϕη,σ(x)
∣∣2 Vσ,σ′(x,x′;z,z′)

∣∣ϕκ,σ′(x′)
∣∣2 . (3.5)

The orbital-dependent on-site electronic potential U acts on electrons with op-
posite spins when both are on the same orbital, i.e. Uσ,σ′

η,ν → Uσ
η,ηδσ′,−σ. The

Coulomb interaction Uσ,σ′
η,ν acting on electrons across different orbitals η ̸= ν is

smaller than that of the on-site Coulomb repulsion (η = ν and σ′ =−σ). Funda-
mentally, intra-atomic correlations play a crucial role even in itinerant systems
with relatively broad bands and moderate Hubbard repulsion, such as transi-
tion metals or iron pnictides and chalcogenides. If the wave functions are cho-
sen real, i.e. ϕ∗ = ϕ, then a lot of the matrix elements generated by the Coulomb
integrals (3.4) of the from Vν,ν

η,ν vanish by symmetry. Nevertheless, there is yet
another important set of Coulomb integrals missing that doesn’t zero out due
to symmetry considerations. Indeed, since the electronic orbitals can hybridize,
there is a matrix element characterizing the Coulomb integrals (3.4) which takes
into account the orbital mixing in real space

V(κ,σ′);(ι,σ′)
(η,σ);(ν,σ) (x,x′;z,z′)→ Jσ,σ′

η,κ (z)δη,νδκ,ιδ(x− x′)δC(z,z′)

=

ˆ
dxdx′ ϕ∗η,σ(x)ϕ

∗
κ,σ′(x

′)Vσ,σ′(x,x′;z,z′)ϕη,σ′(x′)ϕκ,σ(x). (3.6)

Setting the wave functions real in Eq. (3.6) means that the spin-exchange energy
is the same as the pair-hopping energy. The term denoted J in Eq. (3.6) is the on-
site inter-orbital Hund’s coupling that reflects the rule stating that the ground-
state of a system composed of many-electron atomic shells should maximize
the total spin angular momentum quantum number S [46, 63]. This means that The total spin S and

orbital angular
moment L both
feature as one of the
four quantum
numbers that specify
the atom’s electron
wave functions.

the spins tend to align each other when located on different orbitals. Because
the orbital mixing might affect the spin degrees of freedom, it is convenient to
denote in Eq. (3.6) a Hund’s term which is spin-diagonal Jσδσ,σ′ and one which
is spin off-diagonal J′σδσ′,−σ. The spin-diagonal Hund’s term J represents the
pair-hopping energy related to orbital mixing whereas the spin off-diagonal
term J′ denotes the spin-exchange energy. In the case considered where the
wave functions are real functions, like the case considered later on, J = J′.

In the realm of condensed-matter physics, the various interactions discussed
so far govern to a large extent the equations of motion of electrons moving on
an atomic lattice. There needs now a model Hamiltonian to be able to harness
the many-body quantum field theoretical tools developed in Chapter 2 and cal-
culate the propagation of electrons on an atomic lattice along with numerous
correlation functions that describe how electrons correlate to each other. In the
grand-canonical ensemble, the Hamiltonian describing interacting atomic elec-
trons on a multi-orbital lattice with Hund’s coupling, so-called the Kanamori-
Hubbard model [63], reads
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Ĥ(t) = ∑
ij,σ
ην

[
hσ

η,ν(Ri − Rj; t)− µδi,jδη,ν

]
ĉ†

η,σ(Ri)ĉν,σ(Rj)

+
1
2 ∑

ij,ην
σσ′

[
Uσ,σ′

η,ν (Ri; t)− Jσ
η,ν(Ri; t)δσ,σ′(1− δη,ν)

]
n̂η,σ(Ri)n̂ν,σ′(Rj)

+
1
2 ∑

ην,ij,σ
η ̸=ν

[
Jσ
η,ν(Ri; t)ĉ†

η,σ(Ri)ĉη,−σ(Ri)ĉν,σ(Rj)ĉ†
ν,−σ(Rj)

− J′,ση,ν(Ri; t)ĉ†
η,σ(Ri)ĉν,−σ(Rj)ĉν,σ(Rj)ĉ†

η,−σ(Ri)

]
. (3.7)

In Eq. (3.7), the lattice vector R locates atomic sites and hη,ν describes the elec-
trons hopping from orbital η to orbital ν, respectively located at Ri and Rj.
The Hund’s terms vanish when η = ν. It is clear from the second term of the
Kanamori-Hubbard model that the configuration where electrons on different
orbitals have their spins align is favorable in energy, thereby satisfying the sec-
ond Hund’s rule. The Kanamori model would be the key model capturing the
exotic physics of ruthenates [71], such as the unconventional superconductiv-
ity and the anomalous optical conductivity at low temperatures. It would also
capture the physics underlying the high-temperature superconductivity in iron
pnictides [146] and chalcogenides [128]. In the scenario where the Hund’s cou-
pling J(′) is much smaller than the Coulomb interaction U, i.e. |J(′)|/|U| ≪ 1,
one recovers the multi-orbital Hubbard model

Ĥ(t) = ∑
ij,σ
ην

[
hσ

η,ν(Ri − Rj; t)− µδi,jδη,ν

]
ĉ†

η,σ(Ri)ĉν,σ(Rj)

+
1
2 ∑

i,ην
σσ′

Uσ,σ′
η,ν (Ri; t)n̂η,σ(Ri)n̂ν,σ′(Ri), (3.8)

where the subscripts i, j denote the lattice atomic sites, η,ν the orbitals, the spin
σ ∈ {↑,↓} and the particle number n̂η,σ = ĉ†

η,σ ĉη,σ. The one-body Hamiltonian
is hermitian: hσ

η,ν(t) = hσ
ν,η(t)

∗. Based on the approximations done so far, when
the localized orbitals are energetically separated apart such that the electronic
potential can be considered diagonal in orbital space and the number of bands
crossing the Fermi energy can be boiled down to one, the Hamiltonian describ-
ing electrons on a translational invariant lattice reads

Ĥ(t) = ∑
ij,σ
ην

[
hσ

η,ν(Ri − Rj; t)− µδi,jδη,ν

]
ĉ†

η,σ(Ri)ĉν,σ(Rj)

+
1
2 ∑

i,σ,ν
Uν,ν(Ri; t)n̂ν,σ(Ri)n̂ν,−σ(Ri). (3.9)

Eq. (3.9) is the so-called Hubbard model and it is a special case of the multi-
orbital Hubbard model (3.8). The local single-orbital Coulomb interaction is
denoted Uν,ν and is usually normalized to the nearest-neighbor hopping energy
thop.

The Hubbard model is probably the most studied Hamiltonian model to de-
scribe strongly correlated systems. Among many of its applications, the model
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(3.9) would embody the fundamental physics taking place in the high-Tc su-
perconducting cuprates [118], i.e. the Mott insulating regime [3, 45, 102], long-
range antiferromagnetism [85, 110] and d-wave superconductivity [41, 78, 117].
The hopping term hi,j is limited to the stacked CuO2 planes which are weakly
coupled along the c principal axis, and U is the local interaction on the Cu d-
shell valence orbital [52]. The intra-plane lattice parameters a along x-axis and
b along y-axis are similar [60], therefore the CuO2 planes can be approximated
as a square lattice.

3.2 anderson impurity model

The Hubbard model (3.9) can be mapped to the AIM to define the local (im-
purity) part in the hybridized system (2.93), i.e. Ĥloc would be replaced by the
Hubbard local interaction

ĤAIM(t) =
1
2

U(t)∑
i,σ

n̂i,σn̂i,−σ

+ ∑
α,σ

¨
dtdt′

(
Θσ,α(t, t′)ĉ†

σ(t)b̂α(t′) + H.c.
)
+ ∑

α

(ϵα − µ) b̂†
αb̂α, (3.10)

where µ is the chemical potential on the impurity, renormalizing the energy
spectrum of electronic states in the embedding environment. In the Hubbard
model (3.9), the Coulomb potential U is constrained to a single orbital around
the Fermi level, therefore the local Hamiltonian of the impurity model (3.10)
has been stripped off of its orbital-related indices. Also, the lattice site index i
of Eq. (3.9) has been demoted to subscript. The ladder operators b̂(†) annihilate
(create) electrons in some auxiliary bath. The Hamiltonian (3.10) is that of the
Anderson impurity model (AIM). This model Hamiltonian was originally intro-
duced to describe the physics of localized magnetic moments in metals, coined
Kondo systems [2]. In such Kondo systems, the localized magnetic moment
sitting on valence electronic d or f -shell represents the impurity and the free-
electron environment stands for the metallic background to which the impurity
is coupled via the transition matrix elements Θ.

The effective impurity action (2.105) of the AIM (3.10) explicitly reads

S[η∗σ,ησ] = ∑
α,α′
σ,σ′

η∗α,σ(z̄
′)G0

α,σ;α′,σ′(z̄
′, z̄′′)

−1
ηα′,σ′(z̄′′)−

1
2 ∑

i,σ

ˆ
dz U(z)ni,σni,−σ,

(3.11)

where the Weiss Green’s function is

[(i∂z + µ)δσ,σ̄δα,ᾱδ(z, z̄)− ∆σ,α;σ̄,ᾱ(z, z̄)]G0
σ̄,ᾱ;σ′,α′(z̄,z′) = δC(z,z′)δα,α′δσ,σ′ , (3.12)

where the hybridization function is expressed as

∆σ,α;σ′,α′(z,z′) =

∑
α̃,α̃′
σ̃,σ̃′

Θα,σ;α̃,σ̃(z, z̄)
[
(i∂z̄ − ϵα̃ + µ)δα̃,α̃′δσ̃,σ̃′δ

C(z̄, z̄′)
]−1

Θα̃′,σ̃′;α′,σ′(z̄′,z′). (3.13)
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The hybridization function (3.13) is spin-diagonal and spin-independent, but, in
general, it could be off-diagonal in spin and spin-dependent. In fact, a simple
way to break the spin symmetry on the impurity would be, without allowing
for spin flip, to have that ∆↑,α;↑,α′ ̸= ∆↓,α;↓,α′ . Having nailed down the effective
action of the AIM, the distribution describing the contributions of the different
configurations of the system in phase space – often represented by means of
Feynman diagrams – can be calculated via the partition function (2.104). This
distribution is used to access expectation values of observables, such as the
energy, the density of states, the optical conductivity, etc. The AIM can be gen-
eralized to accommodate for multiple orbitals on the impurity, by means of
replacing the potential term of Ĥloc by that of either Eq. (3.7) or (3.8).

3.2.1 DMFT

DMFT maps self-consistently correlated electron lattice systems onto a local
quantum impurity that is described by the Anderson impurity Hamiltonian
(3.10), so as to effectively capture the effect of the lattice environment onto
the interacting local (orbital) electrons [44]. To achieve the latter, the electronic
self-energy is approximated as fully local. The feedback of environment onto
the impurity electrons is encapsulated in the hybridization function ∆. It adds
up to the self-energy stemming from the electronic correlations on the orbital
impurity associated with the local degrees of freedom of the original lattice,
denoted Σimp. DMFT is exact in infinite dimensions where the coordination
number is infinite [43, 91, 94] and it has been extended to the nonequilibrium
Kadanoff-Baym-Keldysh formalism [5, 42].

The DMFT procedure will be presented sequentially, i.e. the algorithmic de-
scription will be walked through step by step. To initiate the DMFT procedure,
one needs to first guess an expression for ∆, and it can be guided by the asymp-
totic expression of ∆ that can be calculated analytically [69]. Then, for a given ∆,
Σimp can be isolated from the impurity Green’s function G imp calculated by sam-
pling stochastically the configuration distribution of the effective action (3.11).
Various stochastic methods tackle the solution of the impurity self-energy, like
the class of Continuous-time Quantum Monte Carlo Methods [53, 54, 106, 148].
Those stochastic methods solve exactly for Σimp, insofar as the statistical error is
considered. There exist other classes of methods that approximate Σimp, some
of which are reliable at weak-coupling strength and some at strong-coupling
strength. The weak-coupling approximations hinge on perturbation theory and
will be introduced in Section 3.2.1.3. The strong-coupling impurity solvers such
as the Noncrossing Approximation and its generalizations [21, 37, 56] sum up
leading-order diagrams contributing to the infinite-U Anderson partition func-
tion (2.104). These strong-coupling solvers are reliable when the local electronic
interaction (U) significantly exceeds the electronic bandwidth (W), whereas
the weak-coupling solvers allow one to properly describe physics whenever
U ≲ W/2 [137].
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3.2.1.1 Paramagnetic state

In the paramagnetic (PM) phase, for the DMFT self-consistency to hold, the
impurity self-energy Σimp(z,z′)≡ Σ(z,z′)δi,j is approximated to be the same on
all lattice sites i, j, meaning that Σi,j(z,z′) ≃ Σ(z,z′)δi,j. As a consequence, the
electrons on the lattice propagate according to the lattice Green’s function Gk,
reading The way DMFT is

formulated in
Section 3.2.1.1 for
the PM state could
also apply to a
ferromagnetic state
where there are no
staggered fields.

[i∂z + µ− ϵ(k)]Gσ,k(z,z′)−
ˆ
C

dz′′ Σimp
σ (z,z′′)Gσ,k(z′′,z′) = δC(z,z′), (3.14)

with the electronic dispersion relation denoted ϵ(k). The impurity Green’s func-
tion G imp relates to both the impurity self-energy Σimp and the Weiss Green’s
function (3.12), which acts as a dynamical mean field, through the Dyson’s
equation

G imp
σ (z,z′) = G0

σ(z,z′) + G0
σ(z, z̄)Σimp

σ (z̄, z̄′)G imp
σ (z̄′,z′). (3.15)

Next, to close the DMFT scheme, the lattice Green’s function (3.14) is averaged
over the Brillouin zone, whereby one obtains the local Green’s function defined
as

1
Nk

∑
k
Gσ,k(z,z′) ≡ G loc

σ (z,z′). (3.16)

The local Green’s function (3.16) is then set equal to the impurity Green’s func-
tion G imp obtained by solving the AIM (Section 3.2), such that the Dyson’s
equation (3.15) can be employed to update the Weiss Green’s function G0:

G0
σ(z, z̄)

[
δC(z̄,z′) + Fσ(z̄,z′)

]
= G loc

σ (z,z′), (3.17)

where the contour function Fσ(z,z′)≡Σimp
σ (z, z̄)G loc

σ (z̄,z′). Eq. (3.17) is a Volterra
integral equation of the 2nd kind. Given that G0[∆] is a functional of the hy-
bridization function, it contains relevant information to sample the partition
distribution function as is done in the impurity solver (see Section 2.5.3).

3.2.1.2 Antiferromagnetic state

In the case where spin rotational symmetry is broken, two sublattices a∈ {A, B}
associated with opposite spin projections σ ∈ {↑,↓} come about due to the fact
that the original Brillouin zone gets split into two halves: it requires dealing
with a bipartite lattice. To deal with a bipartite lattice system within DMFT, it
entails a generalization of the DMFT equations to accommodate for the enlarge-
ment of the impurity Hilbert space. The various Green’s functions now bear a The unit-cell size

doubles in a bipartite
lattice.

matrix form in sublattice space and the locality of the self-energy translates
into the statement that Σi,j,σ(z,z′) = Σa

σ(z,z′)δi,j. Moreover, the bipartite lattice
Green’s function becomes
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Gab
k,σ(z,z′) =(
(i∂z + µ + hσ)δC(z, z̄)− ΣAA

σ (z, z̄) −ϵk(z)δC(z, z̄)

−ϵk(z)δC(z, z̄) (i∂z + µ− hσ)δC(z, z̄)− ΣBB
σ (z, z̄)

)

×
(
GAA

k,σ (z̄,z′) GAB
k,σ(z̄,z′)

GBA
k,σ(z̄,z′) GBB

k,σ(z̄,z′)

)
=

(
δC(z,z′) 0

0 δC(z,z′)

)
, (3.18)

where the momentum k spans over the original Brillouin zone and the stag-
gered magnetization breaking the spin symmetry is denoted h. The staggered
magnetization effectively produces a chemical potential shift on the two sublat-
tices triggering an anti-alignment of the spin projection between the sublattices.
The sublattice matrix elements of the Green’s function in Eq. (3.18) can be easily
singled out, since Eq. (3.18) maps to(

A B

C D

)(
A′ B′

C′ D′

)
=

(
1 0

0 1

)
. (3.19)

Upon multiplying out the matrices in Eq. (3.19), one obtains the following set
of coupled equations 

AA′ + BC′ = 1
AB′ + BD′ = 0
CA′ + DC′ = 0
CB′ + DD′ = 1

which can be worked out further to lay out the elements of the sublattice
Green’s function Gab

k,σ as such
A′ = (A− BD−1C)−1

B′ = −A−1BD′

C′ = −D−1CA′

D′ = (D− CA−1B)−1.

(3.20)

By substituting the definitions of A, B,C, D fetched from Eq. (3.18) into Eq. (3.20)
and by defining the diagonal elements A and B of Eq. (3.18) by gAA

σ and gBB
σ ,

respectively, one gets
GAA

k,σ (z,z′) =
(

δC(z, z̄′)− gAA
σ (z, z̄)ϵk(z̄)gBB

σ (z̄, z̄′)ϵk(z̄′)
)−1

gAA
σ (z̄′,z′)

GAB
k,σ(z,z′) = gBB

σ (z, z̄)ϵk(z̄)GAA
k,σ (z̄,z′)

GBA
k,σ(z,z′) = gAA

σ (z, z̄)ϵk(z̄)GBB
k,σ(z̄,z′)

GBB
k,σ(z,z′) =

(
δC(z, z̄′)− gBB

σ (z, z̄)ϵk(z̄)gAA
σ (z̄, z̄′)ϵk(z̄′)

)−1
gBB

σ (z̄′,z′).

(3.21)

Just like for the paramagnetic case, the closedness of the DMFT equations pre-
scribes that the local part of the lattice Green’s function coincide with the im-
purity Green’s function

1
Nk

∑
k
Gab

σ,k(z,z′) ≡ Ga,loc
σ (z,z′)δab = G

a,imp
σ (z,z′)δab, (3.22)
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where the local sublattice component is diagonal under lattice inversion sym-
metry. Similarly to Eq. (3.15), the Dyson’s equation links both the impurity
self-energy and Green’s function to the Weiss Green’s function, although in
this case at the sublattice level:

Ga,imp
σ (z,z′) = G0,a

σ (z,z′) + G0,a
σ (z, z̄)Σa,imp

σ (z̄, z̄′)Ga,imp
σ (z̄′,z′). (3.23)

The Weiss Green’s function then fed back into the impurity solver can be deter-
mined using the straightforward equivalent of Eq. (3.17) on each sublattice:

Ga,0
σ (z, z̄)

[
δC(z̄,z′) + Fa

σ(z̄,z′)
]
= Ga,loc

σ (z,z′). (3.24)

Hinging on the facts that the nature of the broken symmetry is spontaneous
and that a different sublattice imply a different spin projection in the antifero-
magnetic (AFM) phase, there is a redundancy in the labelling of the degrees of
freedom when using both a and σ in Eqs. (3.23), (3.22), (3.21) and (3.24). One
can identify that, for instance, Σ−a

σ = Σa
−σ, with the superscript “−a” simply

referring to the opposite sublattice – this relation holds for any contour-defined
functions.

3.2.1.3 Iterated Perturbation Theory

By making use of Hedin’s equations introduced in Section 2.4, one can generate
systematically in a perturbative fashion, order by order, the Feynman diagrams
that characterize single- and two-particle correlation functions. This, however,
cannot be done for arbitrary high expansion order in the interaction U, since it
would churn out a quantity of diagrams too great to be manageable. To sum up
all the relevant diagrams, or at least a subset of it, one needs to resort to nonper-
turbative methods among which stand DMFT and its cluster extensions [81], or
TPSC and its variants, which will be covered further down below in Chapter 5.

As far as the Hubbard model is concerned, the Fock interaction term vanishes
(see Fig. 2.7) and this leads to two self-energy diagrams of order O(U2) and
eight diagrams of order O(U3). These leading diagrams are derived step by Going to order

O(U4), the number
of diagrams
dramatically
increases and it is
expensive to evaluate
them all, even in the
particle-hole
scenario where odd
diagrams cancel out.

step in Appendix C. In this section, the diagrams are written down along with
their diagrammatic representation.

To second order, the Hartree contribution Σ(2)
H reads

Σ(2)
H,σ(z,z′) = (−i)2U(z)

ˆ
C

dz̄ G0
−σ(z, z̄)U(z̄)G0

σ(z̄, z̄+)G0
−σ(z̄,z+)δC(z,z′). (3.25)

The diagram expressed in Eq. (3.25) is shown in Fig. 3.1. The diagram described
by Eq. (3.25), along with the first-order Hartree diagram shown in Fig. 2.10,
is necessary to spontaneously break the spin SU(2) symmetry within DMFT,
since it confers different chemical potentials to the different spin projections.
The particle densities n↓ and n↑ would then differ and their sum would give
the initial impurity particle density n before the spontaneous symmetry break-
ing: n↓ + n↑ = n. The remaining second-order diagram comprises one bubble
diagram, as depicted in Fig. 3.2, and reads

Σ(2)
σ (z,z′) = U(z)G0

σ(z,z′)U(z′)G0
−σ(z

′,z+)G0
−σ(z,z′+). (3.26)
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(−i)2×

(z̄, σ)

(z̄,−σ)

(z, σ)(z′, σ)

Figure 3.1: 2nd-order self-energy Hartree diagram. The fermionic propagators repre-
sent the Weiss Green’s functions G0.

(z, σ) (z′, σ)

(z,−σ) (z′,−σ)

Figure 3.2: 2nd-order self-energy diagram

The self-energy (3.26) expressed as a functional of the Weiss Green’s function
Σ(2)[G0] captures the Mott-insulating crossover because Eq. (3.26) correctly re-
produces the high-frequency limit of the Hubbard model (3.9)1, which coincides
with the atomic limit at half-filling, but violates energy conservation at longer
times. On the other hand, the self-energy expressed in terms of the boldified
Green’s function Σ(2)[G] leads to a conserving scheme at the expense of scrap-
ping the Mott metal-to-insulator transition. This is due to the fact that, even
though the perturbation theory expressed in terms of the interacting Green’s
functions leads to the correct asymptotics at half-filling, it doesn’t set in at
iωn ∼W, but rather at iωn≫U, which is at too large energy and contradicts the
Pauli exclusion principle. In order to carry out the perturbation theory usingCheck out

Section 2.3.1 for a
refresher on
Matsubara
frequencies.

the dressed Green’s functions, one would need to consider the frequency de-
pendent two-particle vertex corrections as well to get physically sound results.
In the weak-coupling regime U ≲ W/2, both schemes lead to similar results on
short times [119].

Let’s turn now to the determination of the 3rd-order self-energy diagrams.
The set of diagrams contributing to the time-singular component of the self-
energy (one-time contribution) counts to three. The first element of the set is
obtained by inserting a Hartree diagram into the outer-most propagator of the
2nd-order diagram (3.25). This produces the following diagram

1 See the discussion further down below under the paragraph “Asymptotic limits of the hubbard
model self-energy” to understand this in more depth.
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Σ3a
H,σ(z,z′) =

(−i)3U(z)G0
−σ(z, z̄)U(z̄)G0

σ(z̄, z̄′)U(z̄′)G0
−σ(z̄

′, z̄′+)G0
σ(z̄
′, z̄+)G0

−σ(z̄,z+)δC(z,z′).
(3.27)

The next time-singular 3rd-order self-energy diagram stems from the insertion
of a propagator featuring two Hartree self-energies into the Hartree term. This
gives

(−i)3×

(z̄′,−σ)

(z̄′, σ)

(z̄, σ)

(z̄,−σ)

(z, σ)(z′, σ)

Figure 3.3: 3rd-order diagram Σ3a
H

(−i)3×

(z̄′, σ) (z̄, σ)

(z, σ)(z′, σ)

Figure 3.4: 3rd-order diagram Σ3b
H

−i×

(z, σ)(z′, σ)

Figure 3.5: 3rd-order diagram Σ3c
H

Σ3b
H,σ(z,z′) =

(−i)3U(z)G0
−σ(z, z̄)U(z̄)G0

σ(z̄, z̄+)G0
−σ(z̄, z̄′)U(z̄′)G0

σ(z̄
′, z̄′+)G0

−σ(z̄
′,z+)δC(z,z′).

(3.28)

The last time-singular contribution comes from the insertion of the bare 2nd-
order self-energy diagram (3.26) into the Hartree propagator, giving

Σ3c
H,σ(z,z′) =

− iU(z)G0
−σ(z, z̄)U(z̄)G0

σ(z̄, z̄′)U(z̄′)G0
−σ(z̄

′, z̄+)G0
−σ(z̄, z̄′)G0

σ(z̄
′,z+)δC(z,z′).

(3.29)
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The set of diagrams consisting of Eqs. (3.27), (3.28) and (3.29) renormalizes to
3rd-order the chemical potential and are illustrated in Figs. 3.3, 3.4 and 3.5,
respectively.

Another category of diagrams originates from the consideration of the second-
order self-energy diagram (3.26) in the vertex function Γ of Eq. (2.59). This gives
three distinct vertex terms out of which two lead to a nonzero contribution.
Furthermore, to obtain those diagrams, the lowest-order diagram in the Bethe-
Salpeter equation (2.46) is used in Eq. (2.59). The first of those diagrams reads

Σ3a
σ (z,z′) = iU(z)U(z′)G0

−σ(z,z′)G0
σ(z, z̄)G0

σ(z̄,z′)U(z̄)G0
−σ(z

′, z̄)G0
−σ(z̄,z+),

(3.30)

and the second diagram of this category reads

Σ3b
σ (z,z′) = iU(z)U(z′)G0

−σ(z
′,z+)G0

−σ(z, z̄+)G0
σ(z, z̄)U(z̄)G0

σ(z̄,z′)G0
−σ(z̄,z′+).

(3.31)

The diagram representing Eq. (3.30) is shown in Fig. 3.6 and the one represent-
ing Eq. (3.31) is shown in Fig. 3.7.

i×

(z, σ) (z′, σ)

(z,−σ) (z′,−σ)

Figure 3.6: 3rd-order diagram Σ3a

i×

(z, σ) (z′, σ)

(z,−σ) (z′,−σ)

Figure 3.7: 3rd-order diagram Σ3b

The next series of 3rd-order Feynman diagrams comes from the insertion
of one Green’s function into the second-order self-energy (3.26) whose self-
energy is the Hartree term (2.81). This category of 3rd-order self-energy dia-
grams is composed of three diagrams. The series of diagrams has as first dia-
gram (Fig. 3.8)

Σ3c
σ (z,z′) = −iU(z)U(z′)G0

σ(z,z′)G0
−σ(z

′,z+)G0
−σ(z, z̄)U(z̄)G0

σ(z̄, z̄+)G0
−σ(z̄,z′),

(3.32)

as second (Fig. 3.9)

Σ3d
σ (z,z′) = −iU(z)U(z′)G0

σ(z,z′)G0
−σ(z

′, z̄)U(z̄)G0
σ(z̄, z̄+)G0

−σ(z̄,z+)G0
−σ(z,z′)

(3.33)

and as third (Fig. 3.10)

Σ3e
σ (z,z′) = −iU(z)U(z′)G0

σ(z, z̄)U(z̄)G0
−σ(z̄, z̄+)G0

σ(z̄,z′)G0
−σ(z

′,z+)G0
−σ(z,z′+).

(3.34)

As argued in Ref. [138], the addition of the third-order self-energy diagrams
within Iterated Perturbation Theory (IPT) allows one to access higher values of
U/W and to dope the systems in electrons or holes away from half-filling. The
inclusion of these extra self-energy diagrams however does not improve the
IPT impurity solver in the strong-coupling regime (U > W) and at half-filling,
although it does in the weak-coupling regime.
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−i×

(z, σ) (z′, σ)

(z,−σ) (z′,−σ)

(z̄, σ)

Figure 3.8: 3rd-order diagram Σ3c

−i×

(z, σ) (z′, σ)

(z,−σ) (z′,−σ)

(z̄, σ)

Figure 3.9: 3rd-order diagram Σ3d

−i×

(z, σ) (z′, σ)

(z,−σ) (z′,−σ)

(z̄,−σ)

Figure 3.10: 3rd-order diagram Σ3e

asymptotic limits of the hubbard model self-energy In this sec-
tion, the high-frequency and atomic limits of the retarded Green’s functions are
derived and shown to coincide in the half-filled case in the PM phase. This, as
a consequence, means that perturbation theory to second order can capture the
lower and upper Hubbard bands that are otherwise of nonperturbative nature.
That explains why second-order IPT (see Section 3.2.1.3) is only reliable in the
half-filled regime and why third-order IPT is reliable away from half-filling as
long as |µ− µR ′

0(t
′)| and |µ−U(t′)(1− n−σ)| are much smaller than W [152].

To calculate the high-frequency regime, the development (2.72) comprising
the retarded spectral moments (2.71) is used, wherein only the first few terms
contribute significantly. The three dominant moments of the retarded spectral
function in the Hubbard model (3.9) will be determined in this regime, from
which the first two moments of the retarded self-energy (2.73) can be deduced.
Looking back at Eq. (2.71), it is easy to note that the first spectral moment of
the retarded Green’s function (n = 0) reads The spin and lattice

orbitals are now
considered, since
these degrees of
freedom are crucial
to the Hubbard
model.

[
µR

0 (t
′)
]σ′,σ′′

l,m
= ⟨{ĉl,σ′(t), ĉ†

m,σ′′(t
′)}⟩

∣∣
t=t′+ = 1δσ′,σ′′δl,m. (3.35)

The moments are functions of the degrees of freedom of the system. The re-
tarded spectral moment that follows up (n = 1) is determined from[

µR
1 (t
′)
]σ′,σ′′

l,m
= i∂t⟨{ĉl,σ′(t), ĉ†

m,σ′′(t
′)}⟩

∣∣
t=t′+

= (i)2⟨{
[
Ĥ, ĉl,σ′

]
(t), ĉ†

m,σ′′(t
′)}⟩

∣∣
t=t′+ . (3.36)

This entails the calculation of a commutator and an anticommutator. Let’s work
out first the commutator. Following up on Eqs. (2.51) and (2.52), it is easy to get
that for the Hubbard model (3.9)



54 quantum impurity problem

[
Ĥ, ĉl,σ′

]
(t) = ∑

ij,σ

(
hσ

i,j(t)− µδi,j

)[
ĉ†

i,σ ĉj,σ, ĉl,σ′
]
+

1
2

U(t)∑
i,σ

[n̂i,σn̂i,−σ, ĉl,σ′ ]

= −∑
j

(
hσ′

l,j(t)− µδl,j

)
ĉj,σ′ −U(t)n̂i,−σ′ ĉi,σ′δl,i. (3.37)

As a reminder, the one-body operator h is assumed hermitian just like in Eq. (2.48).
Then, evaluating the anticommutator with Eq. (3.37), one finally gets[

µR
1 (t
′)
]σ′,σ′′

l,m
=
(

hσ′
l,m(t

′)− µδl,m

)
δσ′,σ′′ + U(t′)⟨n̂l,−σ′⟩δσ′,σ′′δl,m. (3.38)

The trace of the one-body Hamiltonian, consisting of the hopping energies be-
tween the lattice sites – this includes orbitals in the case of the multi-orbital
Hubbard model (3.8) – is zeroed out if all the matrix elements lie off the diag-
onal. Although, if the one-body Hamiltonian is comprised of time-dependent
on-site energy terms (lying on the diagonal), the trace doesn’t cancel out. Next,
the third retarded spectral moment is (n = 2)The trace is

invariant under
similarity

transformations,
which means that for

invertible matrices
A and D,

TrA = TrD−1 AD.

[
µR

2 (t
′)
]σ′,σ′′

l,m
= (i)2∂2

t ⟨{ĉl,σ′(t), ĉ†
m,σ′′(t

′)}⟩
∣∣
t=t′+

= (i)4⟨{
[
Ĥ,
[
Ĥ, ĉl,σ′

]]
(t), ĉ†

m,σ′′(t
′)}⟩

∣∣
t=t′+ . (3.39)

The nested commutator can be computed based on Eq. (3.37). Doing so, this
gives four terms[
Ĥ,
[
Ĥ, ĉl,σ′

]]
(t) = − ∑

i′ j′,σ
∑

j

(
hσ′

l,j(t)− µδl,j

)(
hσ

i′,j′(t)− µδi′,j′
)[

ĉ†
i′,σ ĉj′,σ, ĉj,σ′

]
−U(t)n̂l,−σ′ ∑

i′ j′,σ

(
hσ

i′,j′(t)− µδi′,j′
)[

ĉ†
i′,σ ĉj′,σ, ĉl,σ′

]
− U(t)

2 ∑
i′ j,σ

(
hσ′

l,j(t)− µδl,j

)[
n̂i′,σn̂i′,−σ, ĉj,σ′

]
− U(t)2

2
n̂l,−σ′∑

i′,σ
[n̂i′,σn̂i′,−σ, ĉl,σ′ ]

= ∑
jj′

(
hσ′

l,j(t)− µδl,j

)(
hσ′

j,j′(t)− µδj,j′
)

ĉj′,σ′ + U(t)n̂l,−σ′∑
j′

(
hσ′

l,j′(t)− µδl,j′
)

ĉj′,σ′

+ U(t)∑
j

(
hσ′

l,j(t)− µδl,j

)
n̂j,−σ′ ĉj,σ′ + U(t)2n̂l,−σ′ ĉl,σ′ , (3.40)

where the Pauli principle was put to use to get the last term on the last line
of Eq. (3.40), namely that n̂2

l,−σ′ = n̂l,−σ′ . Evaluating the anticommutator in
Eq. (3.39) with the result of the nested commutator (3.40) and assuming that
the densities on different lattice sites are the same on average in the PM phase
⟨n̂l,−σ′⟩ = ⟨n̂m,−σ′⟩, one obtains finally as third moment[

µR
2 (t
′)
]σ′,σ′′

l,m
= ∑

j

(
hσ′

l,j(t
′)− µδl,j

)(
hσ′

j,m(t
′)− µδj,m

)
δσ′,σ′′

+ 2U(t)⟨n̂l,−σ′⟩
(

hσ′
l,m(t)− µδl,m

)
δσ′,σ′′ + U(t′)2⟨n̂l,−σ′⟩δl,mδσ′,σ′′ . (3.41)

So what can be fleshed out of the moments (3.38) and (3.41) just calculated?
By using the Langreth rules (see Section 2.2.1) to determine the Dyson’s equa-
tion (2.44) that expresses the retarded Green’s function in terms of the retarded
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self-energy ΣR, one can relate the spectral moments µR ′ (2.73) to those µR (2.72)
already known. The retarded Dyson’s equation reads

[
((i∂t + µ)δl,m − hσ

l,m(t))δ(t− t′)
]︸ ︷︷ ︸

G0
lm,σ(t,t

′)
−1

GR
lm,σ(t, t

′)−
ˆ t

t′
dt̄ ΣR

lj̄,σ(t, t̄)G
R
j̄m,σ(t̄, t

′) = δ(t− t′),

whose Fourier transform yields

GR
lm,σ(ω, t′) =

[
G0

lm,σ(ω, t′)
−1 − ΣR

lm,σ(ω, t′)
]−1

.

It is important to bring up to attention that the noninteracting Green’s function
G0 is not retarded per se, since it is a δ-function in frequency (not in time). Using
the development (2.73) to express ΣR, the leading terms at infinite frequency
(shortest times after t′) read

GR
lm,σ(ω, t′) =

[
(ω + iη)δl,m + µδl,m − hσ

l,m(t
′)− [µR

0
′
(t′)]σl,m −

[µR
1
′
(t′)]σl,m

ω + iη
− · · ·

]−1

= (ω + iη)−1

[
δl,m −

hσ
l,m(t

′) + [µR
0
′
(t′)]σl,m − µδl,m

ω + iη
−

[µR
1
′
(t′)]σl,m

(ω + iη)2 − · · ·
]−1

≃ (ω + iη)−1

[
δl,m +

hσ
l,m(t

′) + [µR
0
′
(t′)]σl,m − µδl,m

ω + iη
+

[µR
1
′
(t′)]σl,m

(ω + iη)2

+
∑n

(
hσ

l,n(t
′)− µδl,n + [µR

0
′
(t′)]σl,n

)(
hσ

n,m(t′)− µδn,m + [µR
0
′
(t′)]σn,m

)
(ω + iη)2

+O
(

1
ω3

)]
, (3.42)

having utilized the Taylor expansion around x = 0 of 1
1−x = ∑∞

n=0 xn for x≪ 1.
Therefore, according to Eq. (3.42), the moments of the retarded Green’s function
and retarded self-energy to order O(1/ω2) are related as follows[

µR
1 (t
′)
]σ

l,m
= hσ

l,m(t
′)− µδl,m +

[
µR

0
′
(t′)
]σ

l,m
. (3.43)

From Eq. (3.43), one can identify the leading two moments of the retarded self-
energy in the Hubbard model. Based on Eq. (3.38) describing µR

1 , the moment[
µR

0
′
(t′)
]σ

l,m
= U(t′)⟨n̂l,−σ⟩δl,m. (3.44)

In Eq. (3.42), considering Eq. (3.44), the terms of order O(1/ω3) when gathered
give

[µR
2 (t
′)]σl,m = [µR

1
′
(t′)]σl,m + ∑

n

(
hσ

l,n(t
′)− µδl,n

)(
hσ

n,m(t
′)− µδn,m

)
+ 2U(t′)⟨n̂l,−σ⟩

(
hσ

l,m(t
′)− µδl,m

)
+ U(t′)2⟨n̂l,−σ⟩2δl,m. (3.45)

By substituting the equation describing µR
2 (3.41) into Eq. (3.45), the second

retarded self-energy moment becomes
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[
µR

1
′
(t′)
]σ

l,m
= U(t′)2⟨n̂l,−σ⟩(1− ⟨n̂l,−σ⟩)δl,m. (3.46)

Hence, combining the retarded moments of the self-energy (3.44) and (3.46), the
leading terms of the Hubbard self-energy expanded from infinity yield

ΣR
lm,σ(ω, t′) ≃U(t′)⟨n̂l,−σ⟩δl,m +

U(t′)2⟨n̂l,−σ⟩(1− ⟨n̂l,−σ⟩)δl,m

ω + iη
. (3.47)

To justify the usage of perturbation theory in the impurity solver in the case
of the half-filled Hubbard model (⟨n̂l,−σ⟩ = 1/2), the self-energy expansion for
very large frequency (3.47) will be compared with that of the atomic limit.

Let’s move on now to determine the single-particle spectral weight of the
impurity electrons in the atomic limit (U≫W). In the limit of a local interac-
tion much larger than the bandwidth (hopping energy), the Hubbard model
Hamiltonian (3.9) simplifies down to

Ĥ(t) =
1
2

U(t)∑
σ

n̂σn̂−σ. (3.48)

The equations of motion of the single-particle retarded Green’s function in the
grand-canonical ensemble (2.10) reads

i∂tGR
σ′(t, t

′) = δ(t− t′) + iΘ(t− t′)⟨{
[
Ĥ, ĉσ′

]
(t), ĉ†

σ′(t
′)}⟩, (3.49)

such that plugging the result (3.37) (last term) into (3.49) gives

i∂tGR
σ′(t, t

′) = δ(t− t′) + iΘ(t− t′)µ⟨{ĉσ′(t), ĉ†
σ′(t
′)}⟩

− iU(t)Θ(t− t′)⟨{n̂−σ′(t)ĉσ′(t), ĉ†
σ′(t
′)}⟩

= δ(t− t′)− µGR
σ′(t, t

′) + U(t)GR
2,σ′(t, t

′), (3.50)

where the two-particle retarded Green’s function was defined as

GR
2,σ′(t, t

′) ≡ −iΘ(t− t′)⟨{n̂−σ′(t)ĉσ′(t), ĉ†
σ′(t
′)}⟩.

Fourier transforming Eq. (3.50) leads to

i
ˆ ∞

−∞
dt ei(ω+iη)(t−t′)∂tGR

σ′(t, t
′) = (ω + iη)GR

σ′(t, t
′)

= 1− µGR
σ′(ω, t′) + U(t′)GR

2,σ′(ω, t′). (3.51)

The Fourier transform of the partial time derivative requires that the boundaries
of the integral run from −∞ to ∞, because it is not bounded like the retarded
Green’s function, i.e. i∂t is defined and nonzero for all times t before t′. The
domain of integration upon which the retarded Green’s functions are nonzero
automatically spans from t′ to ∞. Let’s carry on by calculating the equations of
motion of G2 in hope that it reduces itself down to a closed set of intertwined
equations with Eq. (3.51):

i∂tGR
2,σ′(t, t

′)

= δ(t− t′)⟨{n̂−σ′(t)ĉσ′(t), ĉ†
σ′(t
′)}⟩+ Θ(t− t′)⟨{∂tn̂−σ′(t)ĉσ′(t), ĉ†

σ′(t
′)}⟩

= δ(t− t′)⟨n̂−σ′(t)⟩+ iΘ(t− t′)⟨{[Ĥ, n̂−σ′ ĉσ′ ](t), ĉ†
σ′(t
′)}⟩. (3.52)
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The interaction (3.48) preserves the number of particles, therefore any particle
number operator commutes with other fermionic operators. The commutator
in Eq. (3.52) gives

[Ĥ, n̂−σ′ ĉσ′ ](t) = −U(t)n̂−σ′(t)2ĉσ′(t) = −U(t)n̂−σ′(t)ĉσ′(t), (3.53)

making use of the Pauli principle. Inserting the result of the commutator (3.53)
back into Eq. (3.52) and Fourier transforming just like in Eq. (3.51), one obtains

(ω + iη)GR
2,σ′(ω, t′) = ⟨n̂−σ′(t′)⟩ − µGR

2,σ′(ω, t′) + U(t′)GR
2,σ′(ω, t′). (3.54)

Combining Eqs. (3.51) and (3.54), one comes across

GR
σ′(ω, t′) =

1− ⟨n̂−σ′⟩
ω + iη + µ

+
⟨n̂−σ′⟩

ω + iη + µ−U(t′)
. (3.55)

The Hubbard model preserves the particle number, hence the particle density
doesn’t depend on time. The retarded Green’s function (3.55) describes a sys-
tem where spin up electrons must pay an energy cost of −µ + U(t′) to occupy
the fraction of sites ⟨n̂−σ′⟩ with spin down, and an energy cost −µ for the
other fraction of sites without spin down electrons. At half-filling, the Hubbard
model is particle-hole symmetric, and the chemical potential µ = U(t′ = 0)/2
effectively shifts the energy scale such that the Mott insulator gap appears at
ω = 0. Thereof, the single-particle Green’s function can be re-expressed as

GR
σ′(ω, t′) =

1/2

ω + iη + U(t′)
2

+
1/2

ω + iη − U(t′)
2

=
1

ω + iη − U(t′)2

4(ω+iη)

. (3.56)

The fact that the half-filled high-frequency limit of the Hubbard retarded self-
energy (3.47) coincides with the retarded self-energy in the atomic limit has
a nontrivial consequence. The leading term in the large-U limit of the second-
order IPT self-energy (3.26) is the same as set out in Eq. (3.47), since the fictitious
densities n0(t) extracted from the Weiss Green’s functions n0(t) =− 1

π ImG0(t, t+)
are equal to n(t) = − 1

π ImGR(t, t+) at half-filling [105]. The latter automatically
ensures that the atomic limit is respected by the second-order self-energy (3.26).
In Ref. [62], the second-order IPT self-energy is interpolated between the high-
frequency limit, the atomic limit and the low-frequency behavior to allow to
wander away from half-filling while respecting the asymptotics.





4
R PA - T Y P E P O S T- P R O C E S S I N G D M F T

In this section, the general formalism for computing the optical conductivity
and related susceptibilities is explained. The Hedin’s equations [127, 134] de-
rived in Section 2.4 are used to derive the π-ton ladder-type vertex corrections
to the current-current and spin-spin correlation functions. In Section 4.2, the
nonequilibrium formula to calculate the single-ladder π-ton vertex corrections
is introduced and discussed. These ladder-type corrections are two-particle ver-
tex corrections treated in a DMFT post-processing fashion, as opposed to the
spin and charge irreducible G-skeletonic two-particle vertices that are treated
self-consistently in DMFT+TPSC (see Section 5.2.9). This means that the lat-
tice Green’s functions (3.14) are inputted directly in the expressions describing
two-particle vertex corrections that have been analytically derived before hand.
Albeit the scheme’s reliability relies strongly on the physical intuition of the
underlying physical processes governing phenomena in the system of study,
it proves to provide a good and computationally cheap qualitative scheme to
calculate two-particle vertex corrections that involve momentum and energy de-
pendence, in and out of equilibrium [119, 120]. Arguably, this method is reliable
in the limit where the features of the electronic density of states impact more
the signature of the collective modes than the collective modes influence the
single-particle properties – like would be the case in systems at weak coupling.

The specific expressions delineating the two-particle vertex corrections lie in
the attempt to describe the π-ton bound state [66] that would take place in the
normal state of high-Tc layered copper-oxide superconductors [13, 140], in the
vicinity of the AFM phase boundary where it admits strong fluctuations at mo-
mentum kπ = (π,π, · · · ). These π-tons would dominate the vertex corrections
in the longitudinal optical conductivity in the Hubbard model and these would
come in through momentum scattering k̃− k̄≃ kπ of particle-hole pairs. These
π-ton instabilities would kick in when the charges couple to light (photons).
They would manifest themselves through the high sensitivity of the optical gap
to an applied magnetic field [66].

4.1 general formalism

The vertex corrections to various response functions can be computed using
the Schwinger formalism and linear response theory [127, 134]. Specifically, the
response functions of interest are the charge and spin response functions for the
Hubbard model (3.9) characterized by local density-density interactions. The As a reminder, x

represents real-space
coordinates and τ

imaginary time.

equations will be derived first at equilibrium, since only one of them has been
tested in nonequilibrium settings [119]. For the sake of an efficient notation,

59
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numbers encapsulating space-time variables are introduced, i.e. 1≡ (x1,τ1), and
bars over the numbers are used to indicate a space-time integration:

A(1̄) ≡
ˆ β

0
dτ1

˙ ∞

−∞
dDx1 A(x1,τ1),

with D the spatial dimension(s) of the system. Like mentioned previously,
Greek letters represent discrete electronic degrees of freedom such as spin and
orbitals and when they feature bars over they are implicitly summed over. Fur-
thermore, some of the expressions that will be encountered were derived in
Chapter 2 and are narrowed down to deal solely with the equilibrium case.

In the Schwinger formalism [90], the Martin-Schwinger hierarchy of quantum-
field correlators can be generated from the simple functional Z of a source field

Z [ϕ] = Tr
[
e−βĤMTτe−ĉ†

ᾱ(1̄)ϕᾱ,β̄(1̄,2̄)ĉβ̄(2̄)
]

, (4.1)

where ϕ is the same source field as in Section 2.3, whose value has to be set
to zero when computing physical quantities. Note that this source field is not
defined on the Kadanoff-Baym contour Fig. 2.1. The trace Tr spans over the Fock
eigenstates of ĤM. The imaginary-time ordering super-operator Tτ appearing
in Eq. (4.1) is defined in Eq. (2.35). To get Eq. (4.1) from Eq. (2.24), the fact
that z = −iτ on C3 was used (see Section 2.2). The system is connected to both
temperature and particle baths, so the grand-canonical ensemble is used and it
is implied that ĤM→ ĤM − µN̂, with µ the chemical potential and N the total
number of particles. The corresponding imaginary-time single-particle Green’s
function is given by (cf. Eq. (2.35))

− δ lnZ [ϕ]
δϕα,β(2,1)

= −⟨Tτ ĉα(1)ĉ†
β(2)⟩ϕ = Gϕ

α,β(1,2), (4.2)

where the average value means

⟨· · · ⟩ϕ ≜ Tr

[
e−βĤM

Z [ϕ] e−ĉ†
ᾱ(1̄)ϕᾱ,β̄(1̄,2̄)ĉβ̄(2̄) · · ·

]
. (4.3)

By taking one more derivative with respect to the source field one can generate
the four-point correlation function linked to the self-energy via the equations
of motion and Dyson’s equation

δGϕ
α,β(1,3)

δϕγ,δ(2+,2)
=Gϕ

δ,γ(2,2+)Gϕ
α,β(1,3)

+ ⟨Tτ ĉα(1)ĉ†
β(3)ĉ

†
γ(2

+)ĉδ(2)⟩ϕ. (4.4)

Another important ingredient is the identity relation (2.42) which simply gives
at equilibrium

δGϕ
η,ξ(1,3)

δϕγ,δ(2+,2)
=Gϕ

η,γ(1,2+)Gϕ
δ,ξ(2,3)δη,γδξ,δ

+ Gϕ

η,β̄(1, 4̄)
δΣϕ

β̄,θ̄(4̄, 5̄)

δGϕ
ῑ,κ̄(6̄, 7̄)

δGϕ
ῑ,κ̄(6̄, 7̄)

δϕγ,δ(2+,2)
Gϕ

θ̄,ξ(5̄,3). (4.5)
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Starting from now, to close in on the diagrammatic representation the terms of
Eq. (4.5) will hold, the following notations will be employed

δΣϕ
σ(4,5)

δGϕ
σ′(6,7)

→□ϕ
σσ′

(
4,5
6,7

)
δGϕ

σ (6,7)
δϕσ′(2+,2)

→ ▶ϕ
σσ′ (6,7,2).

(4.6)

Indeed, the first term of Eq. (4.6) will account for the ladder-type vertex correc-
tions, whereas the second term will seal off the top of the susceptibility/polar-
ization bubbles (see the last term of Fig. 2.9). Since the Hubbard model enters
the equations of motion, the Greek subscripts have been traded off for spin
indices, and the various propagators are now spin diagonal (a single spin in-
dex). One can think of the term □ as the pink box shown in Fig. 2.5 and it
will simplify down to □ϕ

σσ′(4− 5)δ(4− 6)δ(5− 7)δσ′,−σ so as to depend only on
momentum differences between the particle-hole bubbles wrapping around the
vertex. Ultimately, the vertex □ represents a single vertical infinite ladder and
it can be duplicated through iterating Eq (2.46). Since the □ term is a central
element to the two-particle vertex corrections, its expression is worked out first
by returning back to the equations of motion in D dimension(s)

−∂τ1⟨Tτ ĉσ(1)ĉ†
σ(2̄)⟩ϕ = −δD(x1 − x2)δ(τ1 − τ2)−

〈
Tτ∂τ1 S[ϕ]ĉσ(1)ĉ†

σ(2)
〉

ϕ

−
〈
Tτ

[
ĤM, ĉσ(1)

]
ĉ†

σ(2)
〉

ϕ
, (4.7)

which, using the Dyson equation (2.44), yields

Σϕ
σ(1, 2̄)Gϕ

σ (2̄,2) = −∑
σ2

Uδσ2,−σδ(1− 2̄)
〈
Tτ ĉσ(1)ĉ†

σ(2)ĉ
†
σ2
(2̄+)ĉσ2(2̄)

〉
ϕ

. (4.8)

Making use of Eqs. (4.4) and (4.5), one may re-express the right-hand side of
Eq. (4.8) as In this section, the

equilibrium vertex
function Γ ≡ δΣ

δG is
defined without a “-”
sign, as opposed to
the nonequilibrium
case Section 2.4.

Σϕ
σ(1, 2̄)Gϕ

σ (2̄,2) = −∑
σ2

Uδσ2,−σδ(1− 2̄)
[
Gϕ

σ (1, 2̄+)Gϕ
σ (2̄,2)δσ,σ2−

Gϕ
σ2(2̄, 2̄+)Gϕ

σ (1,2) + ∑
σ′
Gϕ

σ (1, 4̄)
δΣϕ

σ(4̄, 3̄)

δGϕ
σ′(5̄, 6̄)

δGϕ
σ′(5̄, 6̄)

δϕσ2(2̄+, 2̄)
Gϕ

σ (3̄,2)
]

. (4.9)

After some manipulations, one obtains the expression for the self-energy

Σϕ
σ(1,3) = UGϕ

−σ(1,1+)δ(1− 3)

−U ∑
σ′
Gϕ

σ (1, 4̄)
δΣϕ

σ(4̄,3)

δGϕ
σ′(5̄, 6̄)

δGϕ
σ′(5̄, 6̄)

δϕ−σ(1+,1)
, (4.10)

which is important to determine the vertex function corresponding to the func-
tional derivative of the self-energy with respect to the interacting Green’s func-
tion. To get an expression for the vertex, one must work out δΣ

δG from Eq. (4.10).
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Carrying out the functional derivative defining the vertex function and keeping
exclusively the first terms, one gets

δΣϕ
σ(1,3)

δGϕ
σ′(4,5)

= Uδσ′,−σδ(4− 5)δ(1− 3)δ(1− 4)

−Uδ(1− 4)δσ,σ′
δΣϕ

σ(5,3)

δGϕ
−σ(7̄, 8̄)

Gϕ
−σ(7̄,1+)Gϕ

−σ(1, 8̄)

−Uδσ′,−σδ(1− 5)Gϕ
σ (1, 7̄)

δΣϕ
σ(7̄,3)

δGϕ
σ′(4, 8̄)

Gϕ
σ′(5, 8̄)

−Uδσ′,−σδ(1− 4)Gϕ
σ (1, 7̄)

δΣϕ
σ(7̄,3)

δGϕ
σ′(8̄,5)

Gϕ
σ′(8̄,4+)− · · · , (4.11)

which is shown diagrammatically in Fig. 4.1. The expression for a single vertical
ladder is obtained when keeping the first and last terms in Eq. (4.11). Isolating
δΣ
δG from those two terms yields

δΣσ(1,3)
δGσ′(4,5)

=
Uδσ′,−σδ(3− 5)

δ(1− 3)δ(4− 5) + Uδ(1− 4)Gσ(1,3)Gσ′(5,4+)
. (4.12)

This relation is an approximation that sets the □ term showing up in Eq. (4.6).
The source field is set to 0 (ϕ→ 0) in Eq. (4.12) since this is the final form sought.
The vertex function (4.12) clearly leads to a nonzero value only if the Green’s
function attached to it on one side have opposite spins to those attached on
the other side (see Fig. 4.5): one □ flips the spin. Furthermore, to distinguish
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−

1
4

5

7̄ 8̄

3

−
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8̄

3

−
1

8̄

4

7̄

5

3

Figure 4.1: Diagrammatic representation of δΣ
δG when only keeping the first term of

δG
δϕ (4.5). The first and last terms are those that will be retained in our ap-

proximation for δΣ
δG .

ladder-type vertex corrections whose right extremity terminates with a spin
flip from those that don’t, the term ▶ will be split up into an even contribution
containing an even number of vertical ladders (pink boxes) terminating with the
same spin, denoted ▶(even) (see Fig. 4.3), and an odd contribution containing an
odd number of vertical ladders ▶(odd) terminating with a spin flip (see Fig. 4.4).
Both ▶(even) and ▶(odd) are discussed further down.

Next, the susceptibilities, whose vertex corrections are to be computed, need
to be defined. To that effect, Eqs. (4.4) and (4.5) are combined to derive the
expressions for the density-density response, and based on this, the current-
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current response along direction i ∈ {x,y} χji ji and the spin-spin response χSzSz .
From Eq. (4.4), the most general expression to the susceptibilities read

χσσ′(1,1+;2+,2) = − δGϕ
σ (1,1+)

δϕσ′(2+,2)

∣∣∣∣
ϕ=0

= ⟨Tτ n̂σ′(2)n̂σ(1)⟩ − ⟨n̂σ′(2)⟩⟨n̂σ(1)⟩
= ⟨Tτ (n̂σ′(2)− ⟨n̂σ′(2)⟩) (n̂σ(1)− ⟨n̂σ(1)⟩)⟩, (4.13)

from which the charge susceptibility is defined as

χch(1,1+;2+,2)≜ ∑
σσ′

χσσ′(1,1+;2+,2) (4.14)

and the spin susceptibility

χsp(1,1+;2+,2) = χSzSz(1,1+;2+,2)≜ ∑
σσ′

τσσ
z χσσ′(1,1+;2+,2)τσ′σ′

z

= ⟨Tτ

(
M̂σ′(2)− ⟨M̂σ′(2)⟩

)(
M̂σ(1)− ⟨M̂σ(1)⟩

)
⟩, (4.15)

with τz ≡ diag{1,−1} the diagonal Pauli matrix and M̂σ ≡ n̂σ − n̂−σ. Alter-
natively, one can express χσσ′ (4.13) using Eq. (4.5) and the Hubbard model
selection rules to get

1+
1

2
2+

= −

1+
1

2
2+

−

1+
1

4̄

3̄

5̄

6̄

2
2+

Figure 4.2: General diagrammatic representation of susceptibilities (4.16). On the right-
hand side, the first term is the particle-hole bubble and the second contains
vertex corrections (χcorr).

χσσ′(1,1+;2+,2) = −Gσ(1,2+)Gσ(2,1+)δσ,σ′

− ∑σ′′ G
ϕ
σ (1, 4̄) δΣϕ

σ(4̄,3̄)
δGϕ

σ′′ (5̄,6̄)

δGϕ

σ′′ (5̄,6̄)
δϕσ′ (2+,2)G

ϕ
σ (3̄,1+)

∣∣∣∣
ϕ=0

, (4.16)

whose second term (encircled), abbreviated χcorr, corresponds to vertex correc-
tions and can be re-expressed with the notation (4.6) so far adopted as

χσσ′
corr(1,1+;2+,2) =

−∑
σ′′
Gϕ

σ (1, 4̄)Gϕ
σ (3̄,1+)□ϕ

σσ′′(4̄− 3̄)▶ϕ
σ′′σ′ (4̄, 3̄,2)

∣∣∣∣
ϕ=0

. (4.17)

The susceptibility (4.16) is expressed diagrammatically in Fig. 4.2 and its first
term will be sometimes referred to as the bare response. Eq. (4.16) will provide
the groundwork to put up the formulae that represent the ladder-type vertex
corrections for the different susceptibilities χji ji (current-current response func-
tion) and χSzSz (spin-spin response function). In the case of the density-density
correlation function, the vertices A and B in the diagrams 4.5 and 4.6 (as well
as the particle-hole bubble) are identity operators, in the case of χSzSz they are
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Pauli operators 1
2 τz and in the case of χji ji the velocities vi(k) = ∂ki ϵ(k) (since the

charge is set to unity). The longitudinal optical conductivity σii can be deduced
from the imaginary component of the current-current correlation function (see
Appendix E) as

Reσii(qi,ω) =
Imχji ji(qi,ω)

ω
. (4.18)

Since RPA-ladder-type vertex corrections are supposed to dominate the ver-
tex corrections to the optical conductivity [66], three types of contributions are
considered, two of which involve vertical ladder diagrams, while the third is of
Aslamazov-Larkin (AL) type with two horizontal ladders.

even

even

2+ 2

5 6

=

2+ 2

5 6

+

5 6

2+ 2

7̄

1̄2 1̄3

8̄

Figure 4.3: Diagrammatic representation of the terms of ▶(even) containing solely an
even number of vertical ladders (pink boxes); the violet box is comprised of
two pink boxes connected together by two Green’s functions. The first term
is the one that will be inputted in Eq. (4.17) to compute the single-ladder
vertex corrections.

Like pointed out before, the ▶ term consists of terms with even (▶(even))
number of ladder diagrams (□ term) that do not flip the spin as result of the
interaction with the photon, and terms with odd (▶(odd)) number of ladder
diagrams that flips the spin. The expression for ▶(even), which sums up all
even-ladder corrections to the triangle vertex, reads

δGϕ,(even)
σ′′ (5,6)

δϕσ′(2+,2)
= Gϕ

σ′′(5,2+)Gϕ
σ′′(2,6)δσ′′,σ′

+ ∑
σ̃′,σ̃′′
Gϕ

σ′′(5, 1̄)Gϕ
σ′′(3̄,6)

δΣϕ
σ′′(1̄, 3̄)

δGϕ
σ̃′(7̄, 8̄)

Gϕ
σ̃′(7̄, 1̄0)Gϕ

σ̃′(1̄1, 8̄)
δΣϕ

σ̃′(1̄0, 1̄1)

δGϕ
σ̃′′(1̄2, 1̄3)

×
δGϕ,(even)

σ̃′′ (1̄2, 1̄3)
δϕσ′(2+,2)

⇔

▶ϕ,(even)
σ′′σ′ (5,6,2) = Gϕ

σ′′(5,2+)Gϕ
σ′′(2,6)δσ′′,σ′

+ ∑
σ̃′,σ̃′′
Gϕ

σ′′(5, 7̄)Gϕ
σ′′(8̄,6)□ϕ

σ′′ σ̃′(7̄− 8̄)Gϕ
σ̃′(7̄, 1̄0)Gϕ

σ̃′(1̄1, 8̄)□ϕ
σ̃′ σ̃′′(1̄0− 1̄1)

×▶ϕ,(even)
σ̃′′σ′ (1̄0, 1̄1,2). (4.19)
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Eq. (4.19) is illustrated diagrammatically in Fig. 4.3. The last term of Eq. (4.19) is
denoted as ▶ϕ,(even),corr

σ′′σ′ . Note that self-consistently substituting ▶(even) into the
right hand side will generate a ladder containing an even number of vertical
ladders (□). ▶(even),corr corresponds to the last term in Fig. 4.3, where the two
ladders are represented by a violet box.

Similarly to ▶(even), one can come up with an expression for ▶(odd) to calcu-
late the double-ladder (χdl) and higher-order even-ladder corrections. The only
difference between ▶(odd) and ▶(even) is the first term with which the diagrams
are generated self-consistently. Therefore, considering the notation introduced
and the symmetries inherited from the Hubbard model, one gets

δGϕ,(odd)
σ′′ (5,6)

δϕσ′(2+,2)
= Gϕ

σ′′(5, 1̄)Gϕ
σ′′(3̄,6)

δΣϕ
σ′′(1̄, 3̄)

δGϕ
σ′(7̄, 8̄)

Gϕ
σ′(7̄,2+)Gϕ

σ′(2, 8̄)

+ ∑
σ̃′,σ̃′′
Gϕ

σ′′(5, 1̄)Gϕ
σ′′(3̄,6)

δΣϕ
σ′′(1̄, 3̄)

δGϕ
σ̃′(7̄, 8̄)

Gϕ
σ̃′(7̄, 1̄0)Gϕ

σ̃′(1̄1, 8̄)
δΣϕ

σ̃′(1̄0, 1̄1)

δGϕ
σ̃′′(1̄2, 1̄3)

×
δGϕ,(odd)

σ̃′′ (1̄2, 1̄3)
δϕσ′(2+,2)

⇔

▶ϕ,(odd)
σ′′σ′ (5,6,2)

= Gϕ
σ′′(5, 7̄)Gϕ

σ′′(8̄,6)□ϕ
σ′′σ′(7̄− 8̄)Gϕ

σ′(7̄,2+)Gϕ
σ′(2, 8̄)+▶ϕ,(odd),corr

σ′′σ′ (5,6,2). (4.20)

Eq. (4.20) has the diagrammatic representation shown in Fig. 4.4. This time,
Eq. (4.20) generates iteratively terms consisting of a ladder containing an odd
number of vertical ladders. In Appendix F, a detailed derivation of the momentum-
space expressions of Eqs. (4.19) and (4.20) is presented.

odd

odd

2+ 2

5 6

=

2+ 2

5 6

1̄ 3̄

7̄ 8̄
+

5 6

2+ 2

7̄

1̄2 1̄3

8̄

Figure 4.4: Diagrammatic representation of the terms of ▶(odd) containing solely an
odd number of vertical ladders (pink box); again the violet box is com-
prised of two pink boxes connected together by two Green’s functions. The
first term is the one that will be retained to describe ▶ in Eq. (4.17) to get
the double-ladder vertex corrections. Note that in the case of the Hubbard
model, for instantaneous interaction, 7̄ = 3̄ and 8̄ = 4̄ for the pink box.

single-ladder vertex corrections The single-ladder vertex correc-
tions make up the lowest order vertex corrections comprising an odd number
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of vertical ladders, therefore leading to a spin flip once the photon is reemit-
ted. They correspond to setting χσσ′

corr → χσσ′
sl in Eq. (4.17), for which a generic

diagram is shown in Fig. 4.5. Therefore, the first term of ▶(even) in Eq. (4.19) is
used, since Eq. (4.17) already has one vertical ladder (□). Thus, retaining only
the first term on the right hand side of (4.19), one obtains the real-space expres-
sion for the single-ladder vertex corrections, corresponding to the lowest-order
vertex corrections consisting of an odd number of vertical ladders:

χσσ′
sl (1,2) = − Uδσ′,−σGσ(1, 5̄)Gσ′(6̄,2+)Gσ′(2, 3̄)Gσ(3̄,1+)

δ(5̄− 3̄)δ(6̄− 3̄) + Uδ(5̄− 6̄)Gσ(5̄, 3̄)Gσ′(3̄, 6̄)
, (4.21)

with ϕ→ 0. Fourier transformed to reciprocal space, Eq. (4.21) gives:

χσ−σ
sl (q) = − U

(βV)2 ∑̃
k,k̄

Gσ(k̃)Gσ(k̃− q)G−σ

(
k̄− q

)
G−σ(k̄)

1 +
U
βV ∑̃

q
Gσ(k̃− q̃)G−σ(k̄− q̃)︸ ︷︷ ︸
≡χσ−σ

d (k̃−k̄)

= − 1
(Vβ)2 ∑̃

k,k̄

Gσ(k̃)Gσ(k̃− q)□σ−σ(k̃− k̄)G−σ(k̄)G−σ(k̄− q). (4.22)

In Eq. (4.22), the 4-vector notation was employed, meaning k = (k, iωn). The
second term in the denominator of Eq. (4.22) was defined by χd for conciseness
and later purposes. In reciprocal space, after Fourier transforming Eq. (4.12),
the □ term reads

□σ−σ(k̃− k̄) =
U

1 + χσ−σ
d (k̃− k̄)

. (4.23)

Close to some AFM phase instability, the single-ladder vertex corrections are
the dominant ones in the both the longitudinal optical conductivity and the
spin-spin response function [120].

q

k̃, σ

k̃ − q, σ

k̄,−σ

k̄ − q,−σ

q
...

k̃ − k̄

A B

Figure 4.5: Illustration of the single-ladder vertex corrections to the susceptibilities. All
diagrams sharing this topology are summed up in Eq. (4.22). To represent
χji ji , the vertices A and B are both set equal to the velocity vi, while for χSzSz

they are set to the Pauli matrices τz
2 .
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double-ladder vertex corrections The double-ladder case where the
set of diagrams representing the vertex correction includes terms with two ver-
tical ladders stacked together sideways is also considered (χσσ′

corr→ χσσ′
dl ), as de-

picted in Fig. 4.6. That set of diagrams sums up the lowest-order vertex correc-
tions comprising an even number of vertical ladders and they are generated
keeping only the first-order term of Eq. (4.20) and inserting it into Eq. (4.17)
(ϕ→ 0):

χσσ′
dl (1,2) = −∑

σ′′
Gσ(1, 4̄)Gσ(3̄,1+)□σσ′′(4̄− 3̄)Gσ′′(4̄, 7̄)Gσ′′(8̄, 3̄)□σ′′σ′(7̄− 8̄)

× Gσ′(7̄,2+)Gσ′(2, 8̄). (4.24)

Carrying out the Fourier transformation of Eq. (4.24) into reciprocal space
(k,ωn) yields:

χσσ
dl (q) = −

1

(βV)3 ∑̃
k,k̄
q̄

Gσ(k̃)Gσ(k̃− q)□σ−σ(k̃− k̄)G−σ(k̄)

× G−σ(k̄− q)□−σσ(q̄)Gσ(k̄− q̄)Gσ(k̄− q− q̄). (4.25)

As opposed to Eq. (4.22), the double-ladder vertex corrections are less relevant
in the vicinity of a magnetic phase transition [120].

q
k̃, σ

k̃ − q, σ

k̄,−σ

k̄ − q,−σ

k̄ − q̄, σ

k̄ − q̄ − q, σ

q
...

k̃ − k̄
...

q̄

A B

Figure 4.6: Illustration of the double-ladder vertex correction to the susceptibilities.
Similarly to Fig. 4.5, the vertices A and B equal vi for χji ji and τz

2 for χSzSz .

aslamazov-larkin vertex corrections As a third class of diagrams,
the Aslamazov-Larkin-type [9] vertex corrections (χσσ′

corr→ χσσ′
AL ), where two lad-

ders are inserted horizontally instead of vertically, are considered. It can be
expressed in real space in the form

χσσ′
AL (1,1+;2+,2) = Gσ(1, 1̄2)Gσ(1̄6,1+)□σ−σ(1̄2− 1̄3)G−σ(1̄8, 1̄3)G−σ(1̄2, 1̄6)

×□−σσ(1̄8− 1̄6)δσ′,σGσ′(1̄3,2+)Gσ′(2, 1̄8), (4.26)

from which the vertex function can be isolated as:

Γσσ′
AL (12,13;11,14) =

δΣσ(12,13)
δG−σ(1̄5, 1̄7)

G−σ(1̄8, 1̄5)G−σ(1̄7, 1̄6)
δΣ−σ(1̄6, 1̄8)
δGσ(11,14)

δσ′,σ.

(4.27)



68 rpa-type post-processing dmft

The vertex function (4.27) entering the AL-type vertex corrections (4.26) is off-
diagonal in spins, just like Eq. (4.23). Eq. (4.27) is illustrated diagrammatically
in Fig. 4.8. The expression for the ladders □ is the same as in Eq. (4.23). Fourier
transforming Eq. (4.26), one obtains

χσσ′
AL (q) =

1

(Vβ)3 ∑̃
k,k̄
q′

Gσ(k̃)Gσ(k̃− q)□σ−σ(q′)G−σ(k̄− q′)

× G−σ(k̃− q′)□−σσ(q′ − q)Gσ(k̄)Gσ(k̄− q). (4.28)

Equation (4.28) is illustrated diagrammatically in Fig. 4.7. Similarly to Eq. (4.25),In the
nonequilibrium

regime, Eqs. (4.28)
and (4.25) would be
too computationally

expensive to
compute (more than

a week).

q
k̃, σ

k̃ − q, σ

k̄, σ

k̄ − q, σ

q
. . .q′

k̃−q′,
−σ

. . . q′ − q

k̄−q′,
−σ

A B

Figure 4.7: Diagrammatic representation of the AL-type vertex corrections considered.
Also here, the vertices A and B equal vi for χji ji , and τz

2 for χSzSz .

the AL-type vertex corrections seem to play a less important role in the vicinity
of a magnetic phase transition than the single-ladder vertex corrections [120].
For that reason, in Section 4.2, only the single-ladder vertex corrections are
calculated in the nonequilibrium regime.

12

11

13

14

=

12

1̄5 1̄7

13 11 14

1̄81̄6

Figure 4.8: Vertex function for the AL-type diagram (cf. Fig. 4.7). The pink boxes repre-
sent particle-hole ladders (Eq. (4.23)).

In the context of superconductivity, the vertex corrections analogous to the
single-ladder diagrams (Figs. 4.5 and 4.6) are known as the Maki-Thompson
(MT) diagrams [83, 130]. The significance of the MT and other diagrams has
been extensively discussed, and it is known that the Aslamazov-Larkin (AL)
diagram [9] , with horizontal ladders instead of vertical ladders (Fig. 4.8), plays
an important role in the normal state of superconductors. Hence, also in the
present context of optical and spin responses near an AFM phase, it may be
important to consider non-π-ton diagram topologies, including AL-type vertex
corrections.
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4.2 nonequilibrium calculation of the single-ladder vertex cor-
rections

In the Kadanoff-Baym space, the general expression of the single-ladder vertex
corrections (4.22) to the charge susceptibility reads

χσ−σ
sl (q;z,z′) = −

ˆ
dD k̃
(2π)D

ˆ
dD k̄
(2π)D

ˆ
C

dz̄
ˆ
C

dz̄′ Gσ
k̃(z, z̄)Gσ

k̃−q(z̄
′,z)

×□σ−σ
k̃−k̄

(z̄, z̄′)G−σ
k̄ (z̄,z′)G−σ

k̄−q(z
′, z̄′). (4.29)

Only the case where q = 0 is considered, because exciton-like polaritons can
hardly couple to light at wavelengths q ̸= 0 due to the steepness of the disper-
sion relation of light. The vertical ladder denoted by a “□” encapsulates a singu-
lar 2nd kind Volterra integral equation that needs to be solved before attaching
the four outer Green’s functions. It can be broken down as such: □δ(z)δC(z,z′)+
□<(z,z′)θC(z′,z) + □>(z,z′)θC(z,z′), where □δ(z)→ U(z) (cf. Eq. (2.15)). The
latter reads

□σ−σ
k̃−k̄

(z,z′) = U(z)δC(z,z′)−U(z)
ˆ

dDk
(2π)D

ˆ
C

dz̄ Gσ
k(z, z̄)G−σ

k−k̃+k̄
(z̄,z)□σ−σ

k̃−k̄
(z̄,z′)

⇔ˆ
C

dz̄
[

δC(z, z̄) + U(z)
ˆ

dDk
(2π)DG

σ
k(z, z̄)G−σ

k−k̃+k̄
(z̄,z)

]
□σ−σ

k̃−k̄
(z̄,z′) = U(z)δC(z,z′).

(4.30)

The Volterra integral equation (4.30) is singular on the Kadanoff-Baym contour.
Once the □ term has been solved for, it is inserted into Eq. (4.29) to solve for
the single-ladder vertex corrections. From Eq. (4.29), both the lesser and greater
components are aimed for, denoted χ>

sl and χ<
sl , respectively. The domain of

integration can be broken down into nine distinct contributions. These nine
contributions are laid out in Appendix G and some colour coding is used to
help follow through. The contour-time variable z will be set to be the upper
bound in time (in absolute value) throughout this section and in Appendix G,
without loss of generality. If one solves for □ in Eq. (4.30) and plugs it into
Eq. (4.29), one gets

χσ−σ
sl (q;z,z′)

= −
ˆ

dD k̃
(2π)D

ˆ
dD k̄
(2π)D

ˆ
C

dz̄ Gσ
k̃(z, z̄)Gσ

k̃−q(z̄,z)U(z̄)G−σ
k̄ (z̄,z′)G−σ

k̄−q(z
′, z̄)

−
ˆ

dD k̃
(2π)D

ˆ
dD k̄
(2π)D

ˆ
C

dz̄
ˆ
C

dz̄′ Gσ
k̃(z, z̄)Gσ

k̃−q(z̄
′,z)

×
[
□<

k̃−k̄(z̄, z̄′)θC(z̄′, z̄) +□>
k̃−k̄(z̄, z̄′)θC(z̄, z̄′)

]
G−σ

k̄ (z̄,z′)G−σ
k̄−q(z

′, z̄′).

(4.31)

The first term of Eq. (4.31) counts as a local contribution of the vertex correc-
tions since □ only depends on one time argument, whereas the second term
depends on two different times and accounts for the retarded effects of the ver-
tex corrections. In the end, one needs to sum over the spin projections and a
factor of 2 pops out. The last term of Eq. (4.31) dominates the other.





5
T P S C A N D VA R I A N T S

In this chapter, the general ideas that the Two-Particle Self-Consistent approach
(TPSC) embodies are outlined. The theoretical framework forming the ground-
work of TPSC is set out and the master equations are subsequently derived.
A few extensions and variants to the original TPSC algorithm [152], such as
TPSC+GG and DMFT+TPSC are presented and detailed. This chapter will be
wrapped up by a walk-through of the core aspects of the algorithms, backed
up by the formalism hitherto developed.

5.1 general ideas

TPSC originally builds off an approximation to the equations of motion (2.58)
of the repulsive single-band Hubbard model (3.9) that consequently provides
an expression to the nonlocal PM self-energy, with a paramagnon-like struc-
ture [144, 145, 152]. The approximation hinges on the local field approxima-
tion [123, 126] justifying the Hartree-Fock decomposition of higher-order cor-
relation functions to close the Martin-Schwinger hierarchy [90]. The crossing-
symmetric version of the TPSC self-energy corresponds to the average of the
transversal and longitudinal channels, in turn expressed in terms of the spin
and charge channels. It assumes furthermore that the two-particle G-skeletonic
irreducible vertices in the spin and charge channels (see Eq. (2.81)) are fully
local, i.e. the full momentum and frequency dependences are left out. These
irreducible vertices are set so as to respect various local two-particle sum-rules.

In Ref. [110],
another variant of
TPSC, called
TPSC+, was
proposed and it
essentially uses a
mixture of the nonin-
teracting (5.28) and
interacting (5.66)
Green’s functions in
the bubble χ0 (5.65).

TPSC has been extensively used to study two-dimensional lattice systems [110],
although it is applicable to systems of higher dimensionality as well. It captures
the pseudogap physics in superconducting cuprates [76] and the growth of an-
tiferromagnetic correlations in the renormalized classical regime, where the
antiferromagnetic correlation length becomes larger than the de Broglie wave
length beyond a crossover temperature Tx [152]. In the renormalized classical
regime, the growth of the spin fluctuations leads to a precursor of an AFM
gap, where the spin fluctuations destroy the Fermi-liquid quasiparticles below
Tx and above the zero-temperature phase transition in 2D (TPSC fulfils the
Mermin-Wagner theorem) [145]. The shadow AFM bands can be observed in
the spectral function at the Fermi level when the nonlocal propagator is dressed
with the TPSC self-energy. TPSC also satisfies the Kanamori-Brueckner screen-
ing [63], which states that the screening of the spin correlation in the renormal-
ized classical regime saturates with increasing U – the spin irreducible vertex
therefore saturates. It can also be extended to treat symmetry-broken states [77],
two-particle vertex corrections [18], multi-orbital [155, 156] and multi-orbital
Hubbard-like systems [32]. TPSC has been successfully used in conjunction
with Density Functional Theory [20] and DMFT [75, 89].

71
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5.2 tpsc

The formalism and the steps in the derivation somewhat follow Refs. [121],
[152], [127] and [156]. The theory lies within the nonequilibrium generating
functional formalism developed to deal with many-particle quantum systems [90].
Parts of that formalism have been covered in Chapter 2 in the context of nonequi-
librium quantum many-particle systems.

5.2.1 Spin and charge channels

In the particle-hole channel, the PM self-energy can generally be broken down
into two significant channels, especially in systems with dominant density-
density correlations: the spin (sp) and charge (ch) channels. These two channels
respectively account for the spin and charge correlations. Thus, in the PM state,
the two-particle correlation functions (2.46) and vertices (2.74) can be casted
into separate spin and a charge contributions.

spin channel The general spin susceptibility χsp reads

χ
sp
ϵ,ζ;γ,δ(1,1+;2+,2)≜−2i

δGϕ,↑
ϵ,ζ (1,1+)

δϕ↑γ,δ(2
+,2)

−
δGϕ,↑

ϵ,ζ (1,1+)

δϕ↓γ,δ(2
+,2)

∣∣∣∣∣
ϕ→0

= ∑
σσ′

τσσ
z χσσ′

ϵ,ζ;γ,δ(1,2)τσ′σ′
z (5.1)

and the spin irreducible vertex Γsp reads

Γsp
ϵ,ζ;γ,δ(1,2;3,4)≜−∑

σ

τσσ
z

δΣσ
ϵ,ζ(1,2)

δG↓γ,δ(3,4)
, (5.2)

where the numerals introduced in Eqs. (5.1) and (5.2) represent both the lattice
atomic sites and contour-time variables, i.e. 1 ≡ (Ri,z1) and 2 ≡ (Rj,z2), and
the spin rotational SU(2) invariance has been invoked. Hence, the contour func-
tions showing up in Eqs. (5.1) and (5.2) use compressed notation that would
otherwise look like, had it been unpacked,

Gσ
α,β(1,1+) := Gσ

α,β(Ri − Rj;z1,z+1 ). (5.3)

The difference in lattice vectors R implies lattice translational invariance, which
is assumed throughout this thesis. The matrix τz is the diagonal Pauli matrix
τz ≡ diag{1,−1}. In Eq. (5.1), the spin superscript σ (σ′) is tied up with theSU(2) is a

double-cover of
SO(3) and locally, in

the neighborhood of
the identity, they are

isomorphic groups.

subscripts lying on the left(right)-hand of the semicolon. The susceptibility (5.1)
can be specified further using Eq. (2.41):

χ
sp
ϵ,ζ;γ,δ(1,2) = ∑

σσ′
τσσ

z

[
i⟨TC ĉ†

γ,σ′(2
+)ĉδ,σ′(2)ĉϵ,σ(1)ĉ†

ζ,σ(1
+)⟩

− iGσ′
δ,γ(2,2+)Gσ

ϵ,ζ(1,1+)
]

τσ′σ′
z . (5.4)

In Eq. (5.4), owing to the spin rotational invariance, G↑α,β = G↓α,β and therefore
they cancel each other out, leaving out only the four-point correlation functions.
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To re-express χsp (5.4), the orbital-dependent SU(2) spin operators defined on
the Bloch sphere are put to use

Ŝi
ζ,ϵ(1)≜

(
ĉ†

ζ,↑(1), ĉ
†
ζ,↓(1)

)
τi
(
ĉϵ,↑(1), ĉϵ,↓(z1)

)⊺ , (5.5)

where the superscript runs over i ∈ {x,y,z}. One can travel across the irre-
ducible representations Ŝi of SU(2) via the Casimir (ladder) operators Ŝ± de-
fined as

Ŝ±ζ,ϵ(1) ≡
1
2

(
Ŝx

ζ,ϵ(1)± iŜy
ζ,ϵ(1)

)
=

{
ĉ†

ζ,↑(1)ĉϵ,↓(1) (+)

ĉ†
ζ,↓(1)ĉϵ,↑(1) (−). (5.6)

In the PM state, the expectation values of all the Ŝi operators are the same.
The Casimir operators (5.6) will be utilized later on when working out the
PM self-energy in the transversal channel and the two-particle local sum-rules.
Now, according to Eq. (5.6), the spin susceptibility (5.4) can hold a different
representation, using the Ŝz operators The result (5.7) can

be compared to that
obtained at
equilibrium (4.15).

χ
sp
ϵ,ζ;γ,δ(1,2) = −i⟨TC Ŝz

γ,δ(2)Ŝ
z
ζ,ϵ(1)⟩+ i⟨Ŝz

δ,γ(2)⟩⟨Ŝz
ζ,ϵ(1)⟩

= 2i⟨TC ĉ†
γ,↑(2

+)ĉδ,↑(2)ĉϵ,↑(1−)ĉ†
ζ,↑(1)⟩

− 2i⟨TC ĉ†
γ,↑(2

+)ĉδ,↑(2)ĉϵ,↓(1−)ĉ†
ζ,↓(1)⟩. (5.7)

Eq. (5.7) clearly states that the spin correlations are put forth, since the Hartree-
Fock background ⟨·⟩⟨·⟩ is pulled out from the two-particle correlation function –
however, the Hartree-Fock term doesn’t contribute in the PM state. To calculate
the PM self-energy that will embody the TPSC assumptions, a slightly more
convenient way of writing down the spin susceptibility (5.7) will be employed.
To figure that out, the formula (2.46) is reformulated to fit the definitions laid
out in Eqs. (5.1) and (5.2). To start with, reframing Eq. (2.46) to reflect Eq. (5.1),
one realizes that

χ
sp
ϵ,ζ;γ,δ(1,2) = −2iG↑ϵ,γ(1,2+)G↑δ,ζ(2,1+)− 2G↑ϵᾱ(1, 3̄)

×
[

Γ↑↑σ̄
′ σ̄′′

ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)χσ̄′ σ̄′′↑↑
θ̄,ω̄;γ,δ(6̄, 7̄;2)−

Γ↑↑σ̄
′ σ̄′′

ᾱ,η̄;θ̄ω̄
(3̄, 5̄; 6̄, 7̄)χσ̄′ σ̄′′↓↓

θ̄,ω̄;γ,δ(6̄, 7̄;2)
]
G↑η̄,ζ(5̄,1+). (5.8)

The factor of 2 pops out after tracing over the spin degrees of freedom. The
spin indices σ′ and σ′′ summed over must take on the same spin projection
in order to lead to nonzero values1, i.e. χσ′σ′′σσ = 0 ∀ σ′ ̸= σ′′. This allows one
to conveniently collapse into one label the two spin labels sitting on each side
of the semicolon, i.e. Γsp ≡ Γ↑↑;↑↑ − Γ↑↑;↓↓ ≡ Γ↑↑ − Γ↑↓. In Eq. (5.1), only the
functional derivative with all the same spin projections gives a nonzero Hartree-
Fock term and therefore only one bubble term lives on in Eq. (5.8). Using the
noninteracting susceptibility

1 The Hubbard model conserves spin as well, not just particle number.
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χ0
ϵ,ζ;γ,δ(1,2) = −2iGσ

ϵ,γ(1,2)Gσ
δ,ζ(2,1), (5.9)

the spin susceptibility in the PM state reads

χ
sp
ϵ,ζ;γ,δ(1,2) = −2iG↑ϵ,γ(1,2+)G↑δ,ζ(2,1+) + 2G↑ϵ,ᾱ(1, 3̄)

×
[
−Γ↑↑

ᾱ,η̄;θ̄ω̄
(3̄, 5̄; 6̄, 7̄) + Γ↑↓

ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)
]

×
[
χ↑↑

θ̄,ω̄;γ,δ(6̄, 7̄;2)− χ↓↑
θ̄,ω̄;γ,δ(6̄, 7̄;2)

]
G↑η̄,ζ(5̄,1+)

= χ0
ϵ,ζ;γ,δ(1,2)− i

2
χ0

ϵ,ζ;ᾱ,η̄(1; 3̄, 5̄)Γsp
ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)χsp

θ̄,ω̄;γ,δ(6̄, 7̄;2). (5.10)

In Eq. (5.10), the spin rotational invariance enabled the factorization of χ and Γ
into their spin components and two factors of 2 were absorbed in the definitions
of χ0 and χsp.

TPSC relies on local two-particle sum-rules to determine the irreducible ver-
tices in both the spin and charge channels. The most general model Hamilto-
nian treated so far within TPSC is the Kanamori-Hubbard model (3.7) [156]. In
the spin (charge) channel, these sum-rules take their origin from the Pauli exclu-
sion principle and the evaluation of the spin (charge) susceptibility when local
in space-time (2→ 1+). Moreover, since the Kanamori-Hubbard model is com-
prised exclusively of interactions of density-density nature ⟨n̂α,βn̂δ,γ⟩ and spin-
spin nature ⟨Ŝ+

α,βŜ−δ,γ⟩, only three collections of orbital subscripts of Eq. (5.7)
will lead to definite sum-rules. The latter statement hinges on the fact that the
Kanamori-Hubbard model – and related models – conserve the total number
of particles and the total spin. The first local two-particle sum-rule for the spin
channel is obtained when setting ϵ→ ζ → γ→ δ and it is connected to single-
orbital spin correlations. This givesOnce the

contour-time
ordering operator

has ordered the field
operators in the

ensemble average
according to their
time argument, it

can be dropped out
along with the

superscripts “+”
and “-”.

χ
sp
ϵ,ϵ;ϵ,ϵ(1,1+) = −2i⟨TC

≡n̂ϵ,↑(1+)︷ ︸︸ ︷
ĉ†

ϵ,↑(1
++)ĉϵ,↑(1+) ĉ†

ϵ,↑(1)ĉϵ,↑(1−)⟩
+ 2i⟨TC ĉ†

ϵ,↑(1
++)ĉϵ,↑(1+)ĉ†

ϵ,↓(1)ĉϵ,↓(1−)⟩

= −2i⟨n̂↑ϵ(1)⟩+ 2i⟨n̂↑ϵ(1)n̂↓ϵ(1)⟩. (5.11)

The spin sum-rule (5.11) is the one used in the original formulation of TPSC
for the single-band Hubbard model. The Pauli principle was used to get to the
last line of Eq. (5.11). In Eq. (5.11), the time-ordering operator has sorted the
string of field operators in ascending order going from right to left. The second
local two-particle spin sum-rule involves spin correlations across two distinct
orbitals. This case comes down to substituting ζ → ϵ, δ→ γ and 2→ 1+ in
Eq. (5.7):

χ
sp
ϵ,ϵ;γ,γ(1,1+) = −2i⟨TC ĉ†

γ,↑(1
++)ĉγ,↑(1+)ĉ†

ϵ,↑(1)ĉϵ,↑(1−)⟩
+ 2i⟨TC ĉ†

γ,↑(1
++)ĉγ,↑(1+)ĉ†

ϵ,↓(1)ĉϵ,↓(1−)⟩

= −2i⟨n̂↑ϵ(1)n̂↑γ(1)⟩+ 2i⟨n̂↑ϵ(1)n̂↓γ(1)⟩. (5.12)

The sum-rule (5.12) would have to be supplemented to Eq. (5.11) when dealing
with the multi-orbital Hubbard model (3.8). The last two-particle sum-rule fixes
the Hund’s term appearing in the Kanamori-Hubbard model (3.8) on the last
line (J(′) term) and it is obtained setting γ→ ϵ, ζ→ δ and 2→ 1+ in Eq. (5.7):
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χ
sp
ϵ,δ;ϵ,δ(1,1+) = −2i⟨ĉ†

ϵ,↑(1)(1− ĉ†
δ,↑(1)ĉδ,↑(1))ĉϵ,↑(1)⟩

+ 2i⟨ĉ†
ϵ,↑(1)(δϵ,δ − ĉϵ,↓(1)ĉ†

δ,↓(1))ĉδ,↑(1)⟩

= −2i⟨n̂↑ϵ(1)⟩+ 2i⟨ĉ†
ϵ,↑(1)ĉ

†
δ,↑(1)ĉδ,↑(1)ĉϵ,↑(1)⟩

+ 2i⟨n̂↑ϵ,δ(1)⟩δϵ,δ − 2i⟨ĉ†
ϵ,↑(1)ĉϵ,↓(1)ĉ†

δ,↓(1)ĉδ,↑(1)⟩

= 2i⟨n̂↑ϵ,δ(1)⟩δϵ,δ − 2i⟨n̂↑ϵ,δ(1)⟩δϵ,δ − 2i⟨n̂↑ϵ(1)⟩

+ 2i⟨n̂↑ϵ(1)n̂↑δ(1)⟩ − 2i⟨ĉ†
ϵ,↑(1)ĉϵ,↓(1)︸ ︷︷ ︸

=Ŝ+
ϵ,ϵ(1)

ĉ†
δ,↓(1)ĉδ,↑(1)︸ ︷︷ ︸

=Ŝ−δ,δ(1)

⟩. (5.13)

From looking at the first line of Eq. (5.13), the first two terms with the Kronecker
delta function cancel each other out. Then, the last term figuring in Eq. (5.13)
needs to be taken care of using Eq. (5.6): Eq. (5.14) assumes

spin rotational
symmetry.− 2i⟨Ŝ+

ϵ,ϵ(1)Ŝ
−
δ,δ(1)⟩ = −

i
2
⟨Ŝx

ϵ,ϵ(1)Ŝ
x
δ,δ(1)⟩ −

i
2
⟨Ŝy

ϵ,ϵ(1)Ŝ
y
δ,δ(1)⟩

= −i⟨Ŝz
ϵ,ϵ(1)Ŝ

z
δ,δ(1)⟩. (5.14)

The result (5.14) is an important result that will also be used when calculat-
ing the self-energy in the transversal channel. The spin-spin correlation func-
tion (5.14) has already been evaluated in Eq. (5.7), so the final form of the 3rd

local sum-rule relevant to the Kanamori-Hubbard model reads

χ
sp
ϵ,δ;ϵ,δ(1,1+) = −i⟨n̂↑ϵ(1)⟩ − i⟨n̂↑δ(1)⟩. . . . . . . . . . . . . . . . . . . . . . . . . . + 2i⟨n̂↑ϵ(1)n̂↓δ(1)⟩. (5.15)

Since by symmetry χ
sp
ϵ,δ;ϵ,δ = χ

sp
δ,ϵ;δ,ϵ, Eq. (5.15) is an average of the latter sum-

rule expressions that thereby enforces the symmetry relation to hold. For that
reason, the terms underlined in Eq. (5.15) appear. The three expressions (5.11),
(5.12) and (5.15) are utilized to determine their respective local irreducible ver-
tex that appears in the Bethe-Salpeter equation (5.10), respectively denoted2

Γsp
ϵ,ϵ;ϵ,ϵ, Γsp

ϵ,ϵ;γ,γ and Γsp
ϵ,δ;ϵ,δ. One can easily check that Eq. (5.15) falls back on the The local

two-particle spin
sum-rule for χ

sp
δ,ϵ;δ,ϵ

can be easily
obtained by
permuting the
orbital indices ϵ ⇌ δ

in Eq. (5.13).

single-orbital sum-rule (5.11) when all orbital indices are the same.

charge channel To get the various relevant quantities that describe the
charge correlations, similar steps to those undertaken in the paragraph of the
spin channel just above are followed through. The notation introduced to deal
with the spin channel carries over to the charge channel. Thus, the general
charge susceptibility χch reads

χch
ϵ,ζ;γ,δ(1,1+;2+,2)≜−2i

δGϕ,↑
ϵ,ζ (1,1+)

δϕ↑γ,δ(2
+,2)

+
δGϕ,↑

ϵ,ζ (1,1+)

δϕ↓γ,δ(2
+,2)

∣∣∣∣∣
ϕ→0

= ∑
σσ′

χσσ′
ϵ,ζ;γ,δ(1,2) (5.16)

and the charge irreducible vertex Γch reads

Γch
ϵ,ζ;γ,δ(1,2;3,4)≜−∑

σ

δΣσ
ϵ,ζ(1,2)

δG↓γ,δ(3,4)
, (5.17)

2 The spin vertices will also eventually be local in orbital, as part of the TPSC assumptions.
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where the difference with the spin vertex and spin susceptibility lies in the
disappearance of the τz Pauli matrices. Developing Eq. (5.16), the charge sus-
ceptibility can be expressed asThe result (5.18) can

be compared to that
obtained at

equilibrium (4.13).
χch

ϵ,ζ;γ,δ(1,2) = −i⟨TC n̂γ,δ(2)n̂ζ,ϵ(1)⟩+ i⟨n̂γ,δ(2)⟩⟨n̂ζ,ϵ(1)⟩

= −2i⟨TC n̂↑γ,δ(2)n̂
↑
ζ,ϵ(1)⟩ − 2i⟨TC n̂↑γ,δ(2)n̂

↓
ζ,ϵ(1)⟩

+ i⟨n̂γ,δ(2)⟩⟨n̂ζ,ϵ(1)⟩, (5.18)

where n̂α,β(1) = n̂↑α,β(1) + n̂↓α,β(1). Now, just like Eq. (5.8), an expression of the
charge susceptibility more suitable to extract the PM self-energy can be drawn
out of Eqs. (2.46) and (5.1):

χch
ϵ,ζ;γ,δ(1,2) = −2iG↑ϵ,γ(1,2+)G↑δ,ζ(2,1+)− 2G↑ϵᾱ(1, 3̄)

×
[

Γ↑↑σ̄
′ σ̄′′

ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)χσ̄′ σ̄′′↑↑
θ̄,ω̄;γ,δ(6̄, 7̄;2)+

Γ↑↑σ̄
′ σ̄′′

ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)χσ̄′ σ̄′′↓↓
θ̄,ω̄;γ,δ(6̄, 7̄;2)

]
G↑η̄,ζ(5̄,1+). (5.19)

The only difference between Eq. (5.8) and Eq. (5.19) is the “-” sign squeezed in
the square brackets [· · · ]. The definition Γch := Γ↑↑ + Γ↑↓ is yet to be introduced
in Eq. (5.19). Using the noninteracting bubble expression (5.9), the charge sus-
ceptibility in the PM state simply boils down to

χch
ϵ,ζ;γ,δ(1,2) = −2iG↑ϵ,γ(1,2+)G↑δ,ζ(2,1+)− 2G↑ϵ,ᾱ(1, 3̄)

×
[
Γ↑↑

ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄) + Γ↑↓
ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)

]
×
[
χ↑↑

θ̄,ω̄;γ,δ(6̄, 7̄;2) + χ↓↑
θ̄,ω̄;γ,δ(6̄, 7̄;2)

]
G↑η̄,ζ(5̄,1+)

= χ0
ϵ,ζ;γ,δ(1,2) +

i
2

χ0
ϵ,ζ;ᾱ,η̄(1; 3̄, 5̄)Γch

ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)χch
θ̄,ω̄;γ,δ(6̄, 7̄;2). (5.20)

As will be seen when deriving the TPSC self-energy expressions describing the
Hamiltonian models (3.7), (3.8) and (3.9), the combination of Eqs. (5.10) and
(5.20) will prove to be very useful. Indeed, if one writes out Γchχch ± Γspχsp,
one symbolically gets

Γchχch ± Γspχsp = 2
[
Γ↑↑ + Γ↑↓

] [
χ↑↑ + χ↑↓

]
± 2

[
Γ↑↓ − Γ↑↑

] [
χ↑↑ − χ↑↓

]
=

{
4Γ↑↑χ↑↓ + 4Γ↑↓χ↑↑ (+)

4Γ↑↑χ↑↑ + 4Γ↑↓χ↓↑ (−), (5.21)

which is a generic result that can be substituted into the longitudinal and
transversal expressions for the TPSC self-energy.

Moving on to the local two-particle charge sum-rules needed to set the charge
irreducible vertices, the same reasoning as for the spin channel is applied. The
first local two-particle sum-rule (ϵ→ ζ→ γ→ δ in Eq. (5.18)) reads

χch
ϵ,ϵ;ϵ,ϵ(1,1+) = −2i⟨n̂↑ϵ(1)⟩ − 2i⟨n̂↑ϵ(1)n̂↓ϵ(1)⟩+ i⟨n̂ϵ(1)⟩2. (5.22)

The sum-rule (5.22) is used to set Γch
ϵ,ϵ;ϵ,ϵ in Eq. (5.20). The second sum-rule

comes from substituting ζ→ ϵ, δ→ γ and 2→ 1+ in Eq. (5.18):
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χch
ϵ,ϵ;γ,γ(1,1+) = −2i⟨n̂↑γ(1)n̂↑ϵ(1)⟩ − 2i⟨n̂↑γ(1)n̂↓ϵ(1)⟩

+ i⟨n̂γ(1)⟩⟨n̂ϵ(1)⟩. (5.23)

The sum-rule (5.23) is used to calculate Γch
ϵ,ϵ;γ,γ in Eq. (5.20). Finally, the last

sum-rule is obtained setting γ→ ϵ, ζ→ δ and 2→ 1+ in Eq. (5.18):

χch
ϵ,δ;ϵ,δ(1,1+) = −2i⟨ĉ†

ϵ,↑(1)ĉδ,↑(1)ĉ†
δ,↑(1)ĉϵ,↑(1)⟩

− 2i⟨ĉ†
ϵ,↑(1)ĉδ,↑(1)ĉ†

δ,↓(1)ĉϵ,↓(1)⟩+ i⟨n̂δ,ϵ(1)⟩⟨n̂ϵ,δ(1)⟩
= −2i⟨ĉ†

ϵ,↑(1)(1− ĉ†
δ,↑(1)ĉδ,↑(1))ĉϵ,↑(1)⟩

− 2i⟨ĉ†
ϵ,↑(1)(δδ,ϵ − ĉϵ,↓(1)ĉ†

δ,↓(1))ĉδ,↑(1)⟩+ i⟨n̂δ,ϵ(1)⟩⟨n̂ϵ,δ(1)⟩

= −2i⟨n̂↑ϵ(1)⟩ − 4i⟨n̂↑ϵ,δ(1)⟩δδ,ϵ + 2i⟨n̂↑ϵ(1)n̂↑δ(1)⟩
+ 2i⟨ĉ†

ϵ,↑(1)ĉϵ,↓(1)︸ ︷︷ ︸
=Ŝ+

ϵ,ϵ(1)

ĉ†
δ,↓(1)ĉδ,↑(1)︸ ︷︷ ︸

=Ŝ−δ,δ(1)

⟩+ i⟨n̂δ,ϵ(1)⟩⟨n̂ϵ,δ(1)⟩,

which, using the result of Eq. (5.14), yields

χch
ϵ,δ;ϵ,δ(1,1+) = −i⟨n̂↑ϵ(1)⟩ − i⟨n̂↑δ(1)⟩. . . . . . . . . . . . . . . . . . . . . . . . . . − 4iδδ,ϵ⟨n̂↑ϵ,δ(1)⟩+ 4i⟨n̂↑ϵ(1)n̂↑δ(1)⟩

− 2i⟨n̂↑ϵ(1)n̂↓δ(1)⟩+ i⟨n̂δ,ϵ(1)⟩⟨n̂ϵ,δ(1)⟩. (5.24)

To once again enforce the symmetry χch
ϵ,δ;ϵ,δ = χch

δ,ϵ;δ,ϵ, Eq. (5.24) is actually the
average of these two expressions, explaining why two density terms show up
(terms underlined with a dotted line). The three expressions (5.22), (5.23) and
(5.24), along with the Bethe-Salpeter equation (5.20), are used to determine
the local irreducible vertex they associate with, respectively denoted Γch

ϵ,ϵ;ϵ,ϵ,
Γch

ϵ,ϵ;γ,γ and Γch
ϵ,δ;ϵ,δ. One can verify that the charge sum-rule for the single-orbital

model (5.22) can be recovered from Eq. (5.24).
In the sections coming up, in light of Section 5.2.1, the PM TPSC self-energy

expressions for the models covered in Section 3.1 will be derived from the
equations of motion and, as will be explained in Section 5.2.2, they will serve
as an approximation to the nonlocal self-energy in their respective Hamiltonian
model.

5.2.2 TPSC ansatz

To calculate the single- and two-particle correlation functions, TPSC puts for-
ward an ansatz for the Luttinger-Ward functional [80] Φ that approximates the
local irreducible vertices in the particle-hole channel (transversal and longitudi-
nal), namely the vertices expressed in terms of the charge (Γch) and spin (Γsp)
degrees of freedom. The starting point is the following Luttinger-Ward func-
tional, established in Ref. [152], Recall that the

variables with bars
over are dummy
variables that are
summed/integrated
over.

Φ[G] = 1
2 ∑

i

ˆ
C

dz ∑
σ

Gσ
ᾱ,β̄(Ri;z,z+)Γσσ

ᾱ,β̄;δ̄,γ̄(Ri;z)Gσ
δ̄,γ̄(Ri;z,z+)

+
1
2

ˆ
C

dz ∑
σ

Gσ
ᾱ,β̄(Ri;z,z+)Γσ−σ

ᾱ,β̄;δ̄,γ̄(Ri;z)G−σ
δ̄,γ̄ (Ri;z,z+), (5.25)
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where the quantities are defined on the Kadanoff-Baym contour, with argu-
ments z ∈ C. The Greek subscripts summed over hold atomic quantum degrees
of freedom, such as orbitals and atomic sites, and therefore the contour func-
tions are dressed up as shown in Eq. (5.3). The spin is represented by the
superscript σ. The Green’s functions in Eq. (5.25) are technically interacting
ones. The integral breaks down into contour components according to the Lan-
greth rules presented in Section 2.2.1. From Eq. (5.25), both the self-energy and
the G-skeletonic two-particle irreducible vertices can be obtained. According to
Eq. (5.25), a conserving first-level approximation TPSC self-energy Σ(0) obeys

Σσ,(0)
α,β (2,3) =

δΦ[G]
δGσ

β,α(3,2)
, (5.26)

which yields

Σσ,(0)
α,β (2,3)

= Γσσ
β,α;δ̄,γ̄(3)G

σ
δ̄,γ̄(3,3+)δC(3+,2) + Γσ−σ

β,α;δ̄,γ̄(3)G
−σ
δ̄,γ̄ (3,3+)δ(3+,2), (5.27)

in which the rotational spin symmetry Γσ−σ = Γ−σσ was used. Since the Γ’s
are simply scalar functions, the self-energy (5.27) can be absorbed with the
chemical potential µ0 when defining the lattice Green’s function at the first
level of approximation:

∑
j

(
i∂z + µ0 − hσ

α,β(Ri − Rj;z)− Σσ,(0)
α,β (Ri;z)δi,j

)
Gσ,(0)

α,β (Rj;z,z′)

= δC(z,z′)δi,jδα,β. (5.28)

In essence, the Green’s function G(0) is noninteracting.
From now on, the channels A are denoted by L and T for the longitudinal

and transversal channels, respectively. At first level approximation, TPSC is
initiated with an approximation to Eq. (2.58) that boils down to some Hartree-
Fock factorization [126]:

Σϕ,(0)
ϵ,β̄;σσ̄′

(1, 2̄)Gϕ,(0)
β̄,ζ;σ̄′σ(2̄,2) ≃ Iϕ,σσ̄′

ϵ,ζ;γ̄ (A;1)
(
Gϕ,(0)

γ̄;σ̄′ (1,1+)Gϕ,(0)
ϵ,ζ;σ (1,2)δA,L

− Gϕ,(0)
γ̄;σσ̄′(1,1+)Gϕ,(0)

ϵ,ζ;σ̄′σ(1,2)δA,T

)
, (5.29)

where the tensor I embodies the local irreducible vertices in both the longitu-
dinal and transversal channels – it might take on a different form depending
on the channel. Equation (5.29) will provide an expression to the local two-
particle irreducible vertices appearing in the first-level approximation (5.27)
that is specific to the model Hamiltonian in consideration. The first term isThe “-” in front of

the transversal term
in Eq. (5.29) stems

from a reshuffling of
the fermionic field

operators to recover
the same I in both

channels.

associated with the longitudinal channel while the second term is associated
with the transversal one. The kernel I is comprised of the four-point correlation
function (2.58) and the interaction term V (hidden in I) in Eq. (5.29) has been
specialized to deal with all the Hamiltonian models discussed in Section 3.1,
requiring that the indices γ̄→ δ̄ and β̄→ ζ be traded off, then that the tuples
ϵ→ (ϵ,σ), ζ→ (ζ,σ) and γ̄→ (γ̄, σ̄′) be substituted into Eq. (2.58):
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Vγ̄,δ̄
ϵ,β̄ (1, 2̄, 3̄, 4̄)→ Vσσ′

ϵ,ζ;γ̄(1)δ(1
++, 2̄)δ(1+, 3̄)δ(1−, 4̄)δβ̄,ζδγ̄,δ̄ (5.30)

The spin degrees of freedom were split up from the remaining ones in the tuples
and a single-time dependence of the interaction was assumed. The kernel I is
built such that Eq. (5.29) becomes exact in the local case whereby the contour-
time variable z2→ z1; one would then recover the local counterpart of Eq. (2.58)
having substituted the interaction (5.30). Computed in the longitudinal channel
ϕσσ, the general kernel I, which makes up the TPSC ansatz, takes the form

Iϕ,σσ̄′

ϵ,ζ;γ̄ (L;1) = −iVσσ̄′
ϵ,ζ;γ̄(1)

〈
n̂γ̄,σ̄′(1)n̂ϵ,σ(1)

〉
ϕ〈

n̂γ̄,σ̄′(1)
〉

ϕ

〈
n̂ϵ,σ(1)

〉
ϕ

. (5.31)

By inserting the irreducible vertex tensor I (5.31) back into the first-level self-
energy (5.29), then setting off the source field ϕ, one gets back the local-in-
time and local-in-space version of Eq. (2.58) with the appropriate interaction
term (5.30). Note that since Gϕ

σ−σ = 0 when ϕ→ 0 in Eq. (5.29), the spin irre-
ducible vertex is the only physical byproduct of the transversal channel. The
bars over the indices designate those that are summed over in Eq. (5.29).

In the case of the Hubbard model (3.9), Vσσ̄′
ϵ,ζ;γ̄(1)→ Uϵ,ϵ(1)δγ̄,ϵδϵ,ζδσ̄′,−σ be-

comes fully local in Eq. (5.31), giving

IH,ϕ,σσ̄′

ϵ,ζ;γ̄ (L;1) = −iUϵ,ϵ(1)
⟨n̂ϵ,−σ(1)n̂ϵ,σ(1)⟩ϕ〈

n̂ϵ,−σ(1)
〉

ϕ

〈
n̂ϵ,σ(1)

〉
ϕ

δγ̄,ϵδζ,ϵδσ̄′,−σ. (5.32)

The superscript “H” stands for “Hubbard”. The suitable interaction for the
multi-orbital Hubbard model (3.8) in Eq. (5.31) would be Vσσ̄′

ϵ,ζ;γ̄(1)→Uσσ̄′
ϵ,ζ (1)δγ̄,ζ ,

with Uσσ′
ϵ,ϵ = 0 when σ′ = σ, where now inter-orbital Coulomb repulsion is al-

lowed:

IMH,ϕ,σσ̄′

ϵ,ζ;γ̄ (L;1) = −iUσσ̄′
ϵ,ζ (1)

〈
n̂ζ,σ̄′(1)n̂ϵ,σ(1)

〉
ϕ〈

n̂ζ,σ̄′(1)
〉

ϕ

〈
n̂ϵ,σ(1)

〉
ϕ

δγ̄,ζ , (5.33)

where the superscript “MH” stands for “Multi-orbital Hubbard”. Finally, in
the case of the Kanamori-Hubbard model (3.7) where spin-exchange energy is
considered, the kernel I is some combination of Eq. (5.32) and Eq. (5.33) where
the Hund’s coupling comes in:

IKH,ϕ,σσ̄′

ϵ,ζ;γ̄ (L;1)

= −i(Uσσ̄′
ϵ,ζ (1)− Jσ

ϵ,ζ(1)δσ,σ̄′)

〈
n̂ζ,σ̄′(1)n̂ϵ,σ(1)

〉
ϕ〈

n̂ζ,σ̄′(1)
〉

ϕ

〈
n̂ϵ,σ(1)

〉
ϕ

δγ̄,ζ , (5.34)

where the superscript “KH” means “Kanamori-Hubbard”. Depending on the
value that the dummy variables σ̄′ and γ̄ take on in Eq. (5.34), some terms will
zero out. Overall, one needs to resort to Eqs. (5.32), (5.33) or (5.34) to get the
vertices that are then used in the second-level approximation of their respective
model. The connection between the first- and second-level approximation is
illustrated further down by means of a graph (Fig. 5.4).

Now, the sign difference in Eq. (5.29) is traced back to its source. Had the ker-
nel I (5.31) been calculated in the transversal channel, one would have gotten Eq. (5.35) is

homogeneous to
δGϕ,−σσ

γ̄,ζ (1+ ,2)
δϕ−σσ

γ̄,ϵ (1++ ,1−)

∣∣∣∣
ζ→ϵ,2→1

.
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Iϕ,σσ̄′

ϵ,ζ;γ̄ (T;1) = −iVσσ̄′
ϵ,ζ;γ̄(1)

〈
TC ĉ†

γ̄,σ̄′(1
++)ĉϵ,σ(1−)ĉ†

ϵ,σ(1)ĉγ̄,σ̄′(1+)
〉

ϕ〈
n̂γ̄,σ̄′(1)

〉
ϕ

〈
n̂ϵ,σ(1)

〉
ϕ

δσ̄′,−σ. (5.35)

The four-point correlation function appearing in Eq. (5.35) is obtained gener-
ating the single-particle (2.25) and two-particle (2.47) Green’s functions by em-
ploying a transversal source field in spin space ϕ−σσ. As will be seen, not allThe density operator

n̂σσ′

ϵ,ζ turns into a
spin ladder operator

Ŝ±ϵ,ζ (5.6) when
σ′ = −σ.

distinct interaction components associated to the Kanamori-Hubbard model
feature a transversal irreducible vertex, just like was the case for the longitudi-
nal channel where the last term of Eq. (3.7) did not have any expression for the
irreducible vertex. For the first-level transversal vertex to the Hubbard model,
the same interaction expression as that utilized in Eq. (5.32) is repurposed in
Eq. (5.35), leading to

IH,ϕ,σσ̄′

ϵ,ζ;γ̄ (T;1) = iUϵ,ϵ(1)

〈
n̂ϵ,−σ(1)ĉ†

ϵ,σ(1)ĉϵ,σ(1)
〉

ϕ〈
n̂ϵ,−σ(1)

〉
ϕ

〈
n̂ϵ,σ(1)

〉
ϕ

δγ̄,ϵδζ,ϵδσ̄′,−σ. (5.36)

Solely a minus sign separates the transversal spin vertex ansatz IH(T) (5.36)
from the longitudinal one IH(L) (5.32). However, the relation between IMH(T)
and IMH(L) is slightly more complicated in the case of the multi-orbital Hub-
bard model. Indeed, the two-particle correlation function stemming from the
equations of motion cannot be reproduced by substituting Vσσ̄′

ϵ,ζ;γ̄(1)→Uσσ̄′
ϵ,ζ (1)δγ̄,ζ

into Eq. (5.35), unless σ′ = −σ. In other words, the four-point correlation func-
tion

〈
TC ĉ†

ζ,σ(1
++)ĉϵ,σ(1+)ĉ†

ϵ,σ(1)ĉζ,σ(1−)
〉

ϕ
cannot be produced from Eq. (5.35).

Henceforth, the interaction Vσσ̄′
ϵ,ζ;γ̄(1)→ Uσσ̄′

ϵ,ζ (1)δγ̄,ζδσ̄′,−σ is the only component
of the multi-orbital Hubbard model that remains in the transversal channel and
this gives

IMH,ϕ,σσ̄′

ϵ,ζ;γ̄ (T;1) = iUσ−σ
ϵ,ζ (1)

〈
n̂ζ,−σ(1)ĉ†

ϵ,σ(1)ĉϵ,σ(1)
〉

ϕ〈
n̂ζ,−σ(1)

〉
ϕ

〈
n̂ϵ,σ(1)

〉
ϕ

δγ̄,ζδσ̄′,−σ. (5.37)

It is straightforward to notice that IMH,σ−σ(L) (5.33) and IMH,σ−σ(T) (5.37) differ
only by a global minus sign. Next, turning to the Kanamori-Hubbard model,
two terms are needed to set two distinct spin irreducible vertices – one associ-
ated to the multi-orbital Hubbard model and one associated with the Hund’s
term –

IKH,ϕ,σσ̄′

ϵ,ζ;γ̄ (T;1) = IMH,ϕ,σσ̄′

ϵ,ζ;γ̄ (T;1) + corrections. (5.38)

The “corrections” of Eq. (5.38) will be detailed in Section 5.2.7.2, since they
cannot be obtained from Eq. (5.35). The expressions of the irreducible vertices I
are tensors and for convenience some specific elements will be separated apart
when writing down the second-level self-energy approximations later on (see,
e.g. Eq. (5.80) which shows two distinct elements of Eq. (5.33)).

From Eq. (5.29), the first-level longitudinal self-energy approximation reads

ΣL,ϕ,(0)
ϵ,ζ;σ (1,2) = Iϕ,σσ̄′

ϵ,ζ;γ̄ (A;1)Gϕ,(0)
γ̄;σ̄′ (1,1+)δ(1,2)δA,L

= iIϕ,σσ̄′

ϵ,ζ;γ̄ (L;1)nγ̄,σ̄′(1)δ(1,2), (5.39)
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such that

δΣL,ϕ,(0)
ϵ,ζ;σ (1,2)

δGϕ,(0)
γ,δ;σ′(4,3)

= Iϕ,σσ′

ϵ,ζ;(γ,δ)(L;1)δ(1,4)δ(1+,3)δ(1,2)

+ i
δIϕ,σσ̄′

ϵ,ζ;γ̄ (L;1)

δGϕ,(0)
γ,δ;σ′(4,3)

nγ̄,σ̄′(1)δ(1,2). (5.40)

Owing to the spin rotational invariance, Iσσ = I−σ−σ and I−σσ = Iσ−σ. Similar

symmetries apply to the functional derivatives: δIσσ′

δG(0)σ

= δIσσ′

δG(0)−σ

. Now, since the irre-

ducible vertex in the longitudinal spin channel for the first-level approximation
reads (cf. (5.2))

− Γsp
ϵ,ζ;γ,δ(1,2;4,3)≜

δΣL,ϕ,(0)
ϵ,ζ;σ (1,2)

δGϕ,(0)
γ,δ;−σ(4,3)

∣∣∣∣
ϕ→0
−

δΣL,ϕ,(0)
ϵ,ζ;σ (1,2)

δGϕ,(0)
γ,δ;σ (4,3)

∣∣∣∣
ϕ→0

≈
(

Iϕ,σσ

ϵ,ζ;(γ,δ)(L;1)− Iϕ,σ−σ

ϵ,ζ;(γ,δ)(L;1)
)

δ(1,4)δ(1+,3)δ(1,2), (5.41)

the latter will serve to connect the kernels I(L) to the local longitudinal irre-
ducible spin vertices. Likewise, the local longitudinal charge irreducible vertex
is approximated as

− Γch
ϵ,ζ;γ,δ(1,2;4,3)≜

δΣL,ϕ,(0)
ϵ,ζ;σ (1,2)

δGϕ,(0)
γ,δ;−σ(4,3)

∣∣∣∣
ϕ→0

+
δΣL,ϕ,(0)

ϵ,ζ;σ (1,2)

δGϕ,(0)
γ,δ;σ (4,3)

∣∣∣∣
ϕ→0

≈ Γch
ϵ,ζ;γ,δ(1)δ(1,4)δ(1+,3)δ(1,2), (5.42)

where Γch has a different analytical expression from Γsp and can be calcu-
lated from our knowledge of Γsp by using the local two-particle charge sum-
rules (5.22), (5.23) and (5.24).

A transversal spin vertex Γσ−σσ−σ can be worked out from the first-level self-
energy ansatz (5.29). To achieve this, one refers to the identity

Γσ−σσ−σ
ϵ,ζ;γ,δ (1,2;3,4)≜−

δΣϕ,(0)
ϵ,ζ;σ−σ(1,2)

δGϕ,(0)
γ,δ;σ−σ(3,4)

∣∣∣∣
ϕ→0

,

where Σϕ,(0)
σ−σ can be extracted from Eq. (5.29),

Σϕ,(0)
ϵ,ζ;σ−σ(1,2) = −Iϕ,σ−σ

ϵ,ζ;γ̄ (T;1)Gϕ,(0)
γ̄,σ−σ(1,1+)δ(1,2). (5.43)

Hence,

Γσ−σσ−σ
ϵ,ζ;γ,δ (1,2;3,4) = Iσ−σ

ϵ,ζ;(γ,δ)(T;1)δ(1,3)δ(1+,4)δ(1,2). (5.44)

As already mentioned, it will be possible to relate some transversal irreducible
vertices to their longitudinal counterparts: this is the subject of the next few
sections where the ansatz to the spin vertex are lifted to the second-level ap-
proximation of TPSC.
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5.2.3 Equations of motion of the Hubbard model

The TPSC second-level approximation to the Hubbard self-energy is sought for
in this section. This second-level approximation is obtained from the calcula-
tion of the equations of motion (2.50), where Ĥ is the model Hamiltonian (3.9).
It makes use of the ansatz worked out at first level in Section 5.2.2 to set the
vertices. A general single-particle Green’s function that describes the propaga-
tion of electrons governed by the Kanamori-Hubbard model (3.7), to which the
Hubbard model is a special case, can be represented by Eq. (5.3). The last term
of Eq. (2.50) is focused upon and the commutator it contains gives

[Ĥ, ĉϵ,σ(Ri)](z1) = −∑
β,k

[
hσ

ϵ,β(Ri − Rk;z1)− µδi,kδϵ,β

]
ĉβ,σ(Rk;z1)

−Uϵ,ϵ(Ri;z1)n̂ϵ,−σ(Ri;z1)ĉϵ,σ(Ri;z1). (5.45)

Developing the last term of Eq. (2.50) results in the equations of motion

i∂z1G
ϕ,σ
ϵ,ζ (Ri − Rj;z1,z2)− hσ

ϵ,β̄(Ri − Rk̄;z1)G
ϕ,σ
β̄,ζ (Rk̄ − Rj;z1,z2)

− ϕσσ̄′

ϵ,β̄ (Ri − Rk̄;z1, z̄4)G
ϕ,σ̄′σ
β̄,ζ (Rk̄ − Rj; z̄4,z2) = δC(z1,z2)δϵ,ζδi,j

− iUϵ,ϵ(z1)
〈
TC n̂ϵ,−σ(Ri;z1)ĉϵ,σ(Ri;z1)ĉ†

ζ,σ(Ri;z2)
〉

ϕ
. (5.46)

Note that the adjoint can be obtained in a similar fashion by acting from the
right with the complex conjugate operator −i

←−
∂ z2 on the single-particle Green’s

function. However, acting on whichever side does not really matter, since the in-
teracting Green’s function and TPSC self-energy obtained from Eq. (5.46) obey
Tr [Σ ∗ G] (z,z′) = Tr [G ∗ Σ] (z,z′). From Eq. (5.46) one can recognize the modi-
fied Dyson’s equation (2.44). Indeed, one has[

Gϕ,0,σσ̄′

ϵ,β̄ (Ri − Rk̄;z1, z̄2)
−1
− ϕσσ̄′

ϵ,β̄ (Ri − Rk̄;z1, z̄2)

]
G σ̄′σ

β̄,ζ (Rk̄ − Rj; z̄2,z2)

= δC(z1,z2)δϵ,ζδi,j + Σϕ,σσ̄′

ϵ,β̄ (Ri − Rk̄;z1, z̄2)Gϕ,σ̄′σ
β̄,ζ (Rk̄ − Rj; z̄2,z2),

such that the four-point correlation function relates to the self-energy and Green’s
function via

Σϕ,σσ̄′

ϵ,β̄ (Ri − Rk̄;z1, z̄2)Gϕ,σ̄′σ
β̄,ζ (Rk̄ − Rj; z̄2,z2) ≡

[
Σϕ ∗ Gϕ

]σ

ϵ,ζ (

≡Rij︷ ︸︸ ︷
Ri − Rj;z1,z2)

= −iUϵ,ϵ(z1)
〈
TC n̂ϵ,−σ(Ri;z1)ĉϵ,σ(Ri;z1)ĉ†

ζ,σ(Rj;z2)
〉

ϕ
. (5.47)

The result of Eq. (5.47) provides an expression for the self-energy of the model
Hamiltonian. The operator “∗” in Eq. (5.47) denotes a convolution on the con-
tour C, in real space, in orbital space and in spin space. Once the desired correla-
tion functions have been generated, the physical results are obtained by setting
the source field to zero. When deemed convenient, to lighten the notation, the
lattice site index will be merged with the contour-time variable, like was done
in Section 5.2.1. It will be shown below that the very same four-point correla-
tion function (5.47) can be calculated in both the longitudinal (Section 5.2.3.1)
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and transversal (Section 5.2.3.2) channels, that is by using a source field to gen-
erate Eqs. (2.41) and (2.46) which does not induce a spin-flip (ϕσσ) and one
inducing a spin-flip (ϕσ−σ), respectively. The two expressions of the self-energy
will then be averaged to restore the crossing symmetry, giving the second-level
approximation of the theory ΣTPSC,(1).

5.2.3.1 Longitudinal expression of the self-energy

To get the second-level longitudinal self-energy, several variable substitutions
are performed in Eq. (2.47) to adapt the labelling of the quantum numbers to
the Hubbard model and retrieve the four-point correlation function of Eq. (5.47):
γ→ (ϵ,−σ), δ→ (ϵ,−σ), ϵ→ (ϵ,σ) and ζ → (ζ,σ). At the same time, for the
contour-time variables, one has to make the following substitutions: z4→ z++

1 ,
z3→ z+1 , z2→ z2 and z1→ z1. Then, inserting the resulting four-point correlation
function back into Eq. (5.47), one ends up with the relation[

ΣL,ϕ ∗ Gϕ
]σσ

ϵ,ζ
(1,2) = −iUϵ,ϵ(1)Gϕ,−σ−σ

ϵ,ϵ (1+,1++)Gϕ,σσ
ϵ,ζ (1,2)

+ iUϵ,ϵ(1)Gϕ,σ−σ
ϵ,ϵ (1,1++)Gϕ,−σσ

ϵ,ζ (1+,2) + Uϵ,ϵ(1)Gϕ

(ϵ,σ),ᾱ(1, 3̄)

× Γϕ

ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)χϕ

θ̄,ω̄;(ϵ,−σ),(ϵ,−σ)
(6̄, 7̄;1++,1+)Gϕ

η̄,(ζ,σ)(5̄,2). (5.48)

The second term of Eq. (5.48) cancels out for the Hubbard model, namely
Gϕ

σ−σ = 0 when ϕ→ 0. The longitudinal component to the second-level TPSC
self-energy can then be straightforwardly isolated by multiplying by G−1

σ from
the right:

ΣL,ϕ
ϵ,ζ;σ(1,2) = −iUϵ(1)Gϕ

ϵ,−σ(1
+,1++)δ(1,2)δϵ,ζ

+ Uϵ(1)Gϕ

(ϵ,σ),ᾱ(1, 3̄)Γϕ

ᾱ,(ζ,σ);θ̄,ω̄(3̄,2; 6̄, 7̄)χϕ

θ̄,ω̄;(ϵ,−σ)
(6̄, 7̄;1). (5.49)

A diagrammatic representation of the longitudinal self-energy would corre-
spond to the last term figuring in Fig. 2.4. In Eq. (5.49), for the sake of con-
ciseness, tuples of repeated indices denoting the same degree of freedom have
collapsed into one single index without ambiguity, i.e.

χσσ−σ−σ
θ,ω;ϵ,ϵ (6,7;1++,1+)→ χσ−σ

θ,ω;ϵ(6,7;1).

So far, the dummy subscripts in Eq. (5.49) still combine spin, orbital and lattice
site labels. However, in order to distinguish the spin and charge channels from
each other, the spin σ will be split apart from the other degrees of freedom
in order to be summed up separately. Doing so, by expanding the implicitly
summed quantities in Eq. (5.49) and canceling the source field ϕ, one obtains

ΣL,σ
ϵ,ζ (1,2) = −iUϵ(1)Gϵ,−σ(1,1+)δ(1,2)δϵ,ζ

+ Uϵ(1)Gσ
ϵ,ᾱ(1, 3̄)

[
Γσσ

ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χσ−σ
θ̄,ω̄;ϵ(6̄, 7̄;1)

+ Γσ−σ
ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χ−σ−σ

θ̄,ω̄;ϵ (6̄, 7̄;1)
]

. (5.50)

In Eq. (5.50), θ and ω had to have the same spin projections since Γσ′σ′′σσ = 0
and χσ′σ′′σσ = 0 ∀ σ′ ̸= σ′′. The longitudinal self-energy (5.50) can be expressed
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in terms of the charge χch (5.16) and spin χsp (5.1) susceptibilities, and of the
two corresponding G-skeletonic irreducible vertices, i.e. the charge Γch (5.17)
and spin Γsp (5.2) vertices. These irreducible vertices are momentum-averaged
quantities fixed through the two-particle sum-rules described in Section 5.2.1.
The result (5.21) can be substituted into the self-energy (5.50). Doing so, the
physical longitudinal self-energy can be expressed as

ΣL
ϵ,ζ;σ(1,2) = Uϵ(1)n−σ

ϵ (1)δ(1,2)δϵ,ζ

+
Uϵ(1)

4
Gσ

ϵ,ᾱ(1, 3̄)
[

Γch
ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χch

θ̄,ω̄;ϵ(6̄, 7̄;1)

+ Γsp
ᾱ,ζ;θ̄,ϵ̄(3̄,2; 6̄, 7̄)χsp

θ̄,ω̄;ϵ(6̄, 7̄;1)
]

. (5.51)

If one replaces the irreducible vertices in Eq. (5.51) with fully local ones (in
orbital, real-space and contour-time), namely (cf. Eq. (2.78))

Γch/sp
ϵ,ζ;θ,ω(3,2;6,7) ≈ Γch/sp

ζ (2)δ(2,6)δ(2+,7)δ(2,3)δζ,θδζ,ωδζ,ϵ, (5.52)

one finds [18, 152]

ΣL,σ
ϵ,ζ (1,2) = Uϵ(1)n−σ

ϵ (1)δ(1,2)δϵ,ζ +
Uϵ(1)

4
Gσ

ϵ,ζ(1,2)

×
[
Γch

ζ (2)χch
ζ,ϵ(2,1) + Γsp

ζ (2)χsp
ζ,ϵ(2,1)

]
. (5.53)

In the spin longitudinal channel, a correspondence established at the first-level
approximation between the double-occupancy ⟨n̂σn̂−σ⟩ and the spin irreducible
vertex Γsp can be drawn from Eqs. (5.41) and (5.32):

Γsp
ζ (1) = −iUζ(1)

〈
n̂ζ,−σ(1)n̂ζ,σ(1)

〉
ϕ〈

n̂ζ,−σ(1)
〉

ϕ

〈
n̂ζ,σ(1)

〉
ϕ

. (5.54)

5.2.3.2 Transversal expression of the self-energy

The four-point correlation function appearing in Eq. (5.47) can also be obtained
by employing a transversal field [129]. To see that, it is worthwhile to first work
out Eq. (2.41) using a transversal source field ϕσ−σ:

χ
ϕ,σ−σσ−σ
ab;dc (1,2;4,3)

= i⟨TC ĉ†
d,σ(4)ĉc,−σ(3)ĉa,σ(1)ĉ†

b,−σ(2)⟩ϕ − iGϕ
cd,−σσ(3,4)Gϕ

ab,σ−σ(1,2). (5.55)

To get Eq. (5.55), one can perform the following substitutions into Eq. (2.41):
ϵ→ (a,σ), ζ→ (b,−σ), γ→ (d,σ) and δ→ (c,−σ). To match the four-point cor-
relation function appearing in Eq. (5.47), one needs to execute one last variable
substitutions in Eq. (5.55): (a,z1)→ (ϵ,z+1 ), (b,z2)→ (ζ,z2), (c,z3)→ (ϵ,z1) and
(d,z4)→ (ϵ,z++

1 ). Doing so, the last term of Eq. (5.55) vanishes when the source
field is turned off. Making the same variable substitutions in Eq. (2.46) as done
hitherto in Eq. (2.41), one obtains

χ
ϕ,σ−σσ−σ
ϵ,ζ;ϵ,ϵ (1+,2;1++,1) = −iGϕ,σ

ϵ,ϵ (1+,1++)Gϕ,−σ
ϵ,ζ (1,2)

− Gϕ,σ
ϵ,ā (1

+, 3̄)Γϕ,σ−σσ̄′ σ̄′′

āb̄c̄d̄ (3̄, 5̄; 6̄, 7̄)χϕ,σ̄′ σ̄′′σ−σ

c̄,d̄;ϵ,ϵ (6̄, 7̄;1++,1)Gϕ,−σ

b̄,ζ (5̄,2). (5.56)
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In Eq. (5.56), the spin selection rule forbidding antiparallel spins in Green’s
functions once ϕ→ 0 was used in advance. Next, the result (5.56) is inserted into
Eq. (5.55) to isolate the four-point correlation function which is then multiplied
by Uϵ(z1) to recover something the likes of Eq. (5.47), but now in the case of
the transversal channel. This yields

ΣT,ϕ,−σσ̄′

ϵ,b̄ (1, 2̄)Gϕ,σ̄′−σ

b̄,ζ (2̄,2)

= iUϵ(1)Gϕ,−σσ
ϵ (1,1+)Gϕ,σ−σ

ϵ,ζ (1,2)− iUϵ(1)Gϕ,σ
ϵ (1,1+)Gϕ,−σ

ϵ,ζ (1,2)

−Uϵ(1)Gϕ,σ
ϵ,ā (1, 3̄)Γϕ,σ−σσ̄′ σ̄′′

ā,b̄;c̄,d̄ (3̄, 5̄; 6̄, 7̄)χϕ,σ̄′ σ̄′′σ−σ

c̄,d̄;ϵ (6̄, 7̄;1)Gϕ,−σ

b̄,ζ (5̄,2). (5.57)

From Eq. (5.57), the physical transversal component to the second-level TPSC
self-energy reads

ΣT,−σ
ϵ,ζ (1,2) = Uϵ(1)nσ

ϵ (1)δ(1,2)δϵ,ζ

−Uϵ(1)Gσ
ϵ,ā(1, 3̄)Γσ−σσ−σ

ā,ζ;c̄,d̄ (3̄,2; 6̄, 7̄)χσ−σσ−σ
c̄,d̄;ϵ (6̄, 7̄;1), (5.58)

since χσσ−σσ = χσ−σ−σσ = 0. The fact that χσ−σ−σσ = 0 can be easily checked
out by referring to Eqs. (5.6) and (5.55):

χσ−σ−σσ
α,β (1,2) = i⟨TC ĉ†

β,−σ(1
+)ĉβ,σ(1)ĉα,σ(2)ĉ†

α,−σ(2
+)⟩

= −i⟨TC Ŝ∓α (1)Ŝ
∓
β (2)⟩. (5.59)

In Eq. (5.59), it becomes Ŝ− if σ =↑ and Ŝ+ if σ =↓. Because in all the model
Hamiltonians considered the total spin is conserved, expectation values like
Eq. (5.59) drop out. Moreover, the vertex function appearing in Eq. (5.58) is
assumed to be fully local, as done in Sec. 5.2.3.1 for the longitudinal compo-
nent (Eq. (5.52)). Utilizing both Eqs. (5.7) and (5.14), the transversal component
χσ−σσ−σ = 1

2 χsp. Furthermore, the transversal irreducible vertex Γσ−σσ−σ =−Γsp

according to Eq. (5.44) when substituting the Hubbard interaction Vσσ̄′
ϵ,ζ,γ̄(1)→

Uϵ(1)δγ̄,ϵδϵ,ζδσ̄′,−σ:

Γσ−σσ−σ
ϵ,ζ;γ,δ (1,2;4,3) ≈ iUϵ(1)

⟨TC n̂ϵ,−σ(1)n̂ϵ,σ(1)⟩
⟨n̂ϵ,−σ(1)⟩ ⟨n̂ϵ,σ(1)⟩

× δ(1,4)δ(1+,3)δ(1,2)δϵ,ζδϵ,γδϵ,δ

= −Γsp
ζ (1). (5.60)

All things considered, Eq. (5.58) becomes [129]

ΣT,σ
ϵ,ζ (1,2) = Uϵ(1)n−σ

ϵ (1)δ(1,2)δϵ,ζ

+
Uϵ(1)

2
G−σ

ϵ,ζ (1,2)Γsp
ζ (2)χsp

ζ,ϵ(2,1). (5.61)

Indeed, by construction, there are no charge transversal contributions.
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5.2.4 Second-level approximation

Gathering all the results stemming from the TPSC ansatz, the total self-energy
for the second-level approximation, which is an average of the longitudinal
(5.53) and the transversal (5.61) components, can be written down as:

ΣTPSC,(1)
ϵ,ζ;σ (1,2) = Uϵ(1)n−σ

ϵ (1)δ(1,2)δϵ,ζ +
Uϵ(1)

8
G(0)ϵ,ζ;σ(1,2)

×
[

Γch
ζ (2)χch

ζ,ϵ(2,1) + 3Γsp
ζ (2)χsp

ζ,ϵ(2,1)
]

. (5.62)

Because the irreducible vertices were derived within the first-level approxima-
tion where the self-energy is defined by Eq. (5.43), the Green’s function in
Eq. (5.62) is dressed with Σ(0) for consistency, justifying the usage of G(0). If
the Fourier transform of Eq. (5.62) is performed, one easily obtains [18]

ˆ
dD(Ri − Rj) e−ik·(Ri−Rj)Σϕ,(1)

σ (Ri − Rj;z1,z2) = ΣTPSC,(1)
k,σ (z1,z2)

= U(z1)n−σ(z1)δ
C(z1,z2) +

U(z1)

8

ˆ
dDq
(2π)D G

(0)
k+q,σ(z1,z2)

×
[

Γch(z2)χ
ch
q (z2,z1) + 3Γsp(z2)χ

sp
q (z2,z1)

]
. (5.63)

In Eq. (5.63), the numerals that bulked both the lattice and contour-time degrees
of freedom have been unwrapped. Also, because the Hubbard model (3.9) is a
single-band model, the orbital indices have been dropped out. In the original
formulation of TPSC [152], the susceptibilities χch (5.20) and χsp (5.10) are func-
tionals of G0 (5.28)

χ
sp/ch
q (z1,z2) = χ0

q(z1,z2) + (−1)l+1 i
2

χ0
q(z1, z̄)Γsp/ch(z̄)χsp/ch

q (z̄,z2), (5.64)

where χ0 is the noninteracting susceptibility in reciprocal space

χ0
q(z1,z2) = −2i

ˆ π

−π

dDk
(2π)D G

(0)
k (z1,z2)G(0)k+q(z2,z1). (5.65)

In the Bethe-Salpeter equation (5.64), l = 0 for charge (ch) and l = 1 for spin
(sp). The second-level TPSC Green’s function G(1) is built from Eq. (5.63):

[i∂z1 + µ− ϵ(k)]G(1)σ,k(z1,z2)−
ˆ
C

dz′′ ΣTPSC,(1)
k,σ (z1,z′′)G(1)σ,k(z

′′,z2) = δC(z1,z2),

(5.66)

where µ is the second-level chemical potential. The step from which ones leaps
from the first-level approximation to the self-energy Σ(0) (5.27) to the second-
level approximation Σ(1) (5.63) isn’t strictly conserving in the Kadanoff-Baym
sense, as was already pointed out in Ref. [156]. Although, it is conserving to a
good approximation for a large range of bare interactions U and dopings n, es-
pecially in the weak-coupling regime since Eq. (5.63) (longitudinal component)
becomes the second-order lattice IPT self-energy in the limit U→ 0 [109]
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Σ(2)
k,σ(z1,z2) = U(z1)U(z2)

×
ˆ

dDqdDk′

(2π)2D Gk+q,σ(z1,z2)Gk′+q,−σ(z2,z+1 )Gk′+q,−σ(z1,z2
+), (5.67)

which has a well-defined Luttinger-Ward functional. Moreover, the fact that
the second-level approximation to the TPSC self-energy (5.63) develops into
the second-order lattice IPT self-energy (5.67) in the limit where U→ 0 makes
it appealing to conceive a method that harnesses both TPSC and DMFT self-
consistently. This scheme should work particularly well when using a weak
coupling impurity solver as the IPT described in Section 3.2.1.3. This asymp-
totical behavior of ΣTPSC,(1) alleviates the double-counting problem since in
the limit where U/W is small, the second-level Luttinger-Ward functional that
would generate ΣTPSC,(1) can be approximated by that of the lattice second-
order Σ(2)

k self-energy. This nonequilibrium DMFT+TPSC scheme is explained
in Section 5.2.9.

algorithm The algorithm for TPSC goes as follows. First, compute the non-
interacting Green’s function G(0) (5.28) that makes up the noninteraction two-
particle Green’s function χ0 ≡−2iG(0)G(0) (5.65) and guess the time-dependent
double occupancy D(z) = ⟨n̂σ(z)n̂−σ(z)⟩. Then, self-consistently solve for χsp

and Γsp following the flow chart of Fig. 5.1 until D(z) has converged using as a
constraint the local spin two-particle sum-rule (5.11):

i
ˆ

dDq

(2π)D χ
sp/ch
q (z,z+)

= ⟨n̂(z)⟩+ 2(−1)l ⟨n̂−σ(z)n̂σ(z)⟩ − (1− l)⟨n̂(z)⟩2, (5.68)

where ⟨n̂⟩=
〈
n̂↑ + n̂↓

〉
is the total density of particles. In Eq. (5.68), when l = 0,

one does recover the charge sum-rule (5.22). In the actual implementation of As a reminder, l = 0
for charge (ch) and
l = 1 for spin (sp).

TPSC and its variants, to solve for the spin-related quantities, a multidimen-
sional root-finding method for nonlinear systems of equations is employed,
since the alternative method depicted in Fig. 5.1 is a bit less efficient, espe-
cially close to Tx. As explained in Appendix H, the form of the Bethe-Salpeter
equations (5.64) needs to be changed so as to satisfy the local two-particle sum-
rules (5.68). The approximated Bethe-Salpeter equations read

χ
sp/ch
q (z,z′) = χ0

q(z,z′) + (−1)l+1 i
2

Γsp/ch(z)χ0
q(z, z̄)χsp/ch

q (z̄,z′). (5.69)

If the Bethe-Salpeter equations (5.64) were to be used instead of Eq. (5.69), then
varying the vertices Γsp/ch(t) so as to satisfy the two-particle sum-rules (5.68) at
time step t wouldn’t change the expression, whatever the value of the vertices
(see Appendix H).
The next step is to solve for the charge quantities χch and Γch. This is done
using a multidimensional root-finding method for non-linear system of equa-
tions at each time step3. The two equations which must be simultaneously
solved are displayed in Fig. 5.2 and it involves the charge two-particle sum-rule
(l = 0) (5.68). As far as TPSC is concerned, the algorithm terminates once all the

3 The spin quantities are solved using the same multidimensional root-finding algorithm.
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Guess D(z)

iΓsp(z) = U(z) ⟨n̂−σ(z)n̂σ(z)⟩
⟨n̂−σ(z)⟩⟨n̂σ(z)⟩

χsp
q (z, z′) = χ0

q(z, z
′) + i

2χ
0
q(z, z̄)Γ

sp(z̄)χsp
q (z̄, z′) i

∫
dDq
V χsp

q (z, z+) = ⟨n̂(z)⟩ − 2⟨n̂↑(z)n̂↓(z)⟩

init

solve Bethe-Salpeter eq.

satisfy sum-rule

update D(z)

Figure 5.1: Flow chart describing the self-consistent determination of D(z), χsp and Γsp

(alternative method). The green slot is replaced by the equation (5.69) in the
implementation.

χch
q (z, z′) = χ0

q(z, z
′)− i

2χ
0
q(z, z̄)Γ

ch(z̄)χch
q (z̄, z′) i

∫
dDq
V χch

q (z, z+) = ⟨n̂(z)⟩+ 2⟨n̂↑(z)n̂↓(z)⟩ − ⟨n̂(z)⟩2
satisfy sum-rule

update Γch

Figure 5.2: Flow chart describing the self-consistent determination of χch and Γch.
Again, the green slot is replaced by the equation (5.69) in the implemen-
tation.

quantities in each channel have been solved and the second-level self-energy

ΣTPSC,(1)
k,σ [α](z1,z2) = U(z1)n−σ(z1)δC(z1,z2) +

U(z1)

8

ˆ
dDq
(2π)D α(z2)

×
[

3Γsp(z2)χ
sp
q (z2,z1) + Γch(z2)χ

ch
q (z2,z1)

]
G(0)k+q,σ(z1,z2) (5.70)

has been computed. In Eq. (5.70), the one-time variable α has been inserted
into Eq. (5.63) such as to satisfy the sum-rule involving the double occupancy
appearing in Eq. (5.54) obtained for solving the spin quantities (see Fig. 5.1):

−i
2

ˆ
dDk
(2π)D

[
ΣTPSC,(1)

k,σ̄ [α](z1, z̄)G(1)k,σ̄[Σ
TPSC,(1)](z̄,z+1 )

]
= U(z1)⟨n̂−σ(z1)n̂σ(z1)⟩. (5.71)

This further renormalization of the irreducible vertices is necessary in order
to get physically sound results upon quenching parameters in the Hubbard
model (3.9). In the original formulation of TPSC [152], coined “OG TPSC”
in Chapter 6 and Chapter 7, the algorithm does not make use of the sum-
rule (5.71). Since this renormalization of the vertices involves a convolution
over the contour C, it can be thought of as a “dynamical” renormalization as op-
posed to how Γch/sp are determined in the first place (see Eq. (5.68)), which con-
sists rather in a reciprocal-space average. The variant TPSC+GG reintroduces
the Green’s function G(1)[ΣTPSC,(1)] computed with Eq. (5.70) into the noninter-
acting bubble χ0 and repeats the subroutines described in Figures 5.1 and 5.2
until overall convergence. The electron filling is set with the chemical poten-TPSC+GG turns

out to be more stable
at longer times and

it conserves better
energy than TPSC.

Although,
TPSC+GG is limited

to smaller
interaction values
and time windows

(large computational
cost).

tial µ0 appearing in the definition of G(0), and should be close to the chemical
potential µ of the second-level Green’s function G(1) (5.66) since the difference
µ− µ0 is compensated by the change of the real part of the retarded self-energy
at the Fermi surface ReΣTPSC,(1),R(kF,ω = µ) [152]: this can serve as an internal
accuracy check.
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5.2.5 Equations of motion of the multi-orbital Hubbard model

In the case of the multi-orbital Hubbard model, the Hamiltonian (3.8) is evalu-
ated in the commutator in the last term of Eq. (2.50). It yields

[Ĥ, ĉϵ,σ(Ri)](z1) = −∑
β,k

[
hσ

ϵ,β(Rik;z1)− µδi,kδϵ,β

]
ĉβ,σ(Rk;z1)

−∑
β,σ′

Uσσ′
ϵ,β (Ri;z1)n̂β,σ′(Ri;z1)ĉϵ,σ(Ri;z1). (5.72)

In Eq. (5.72), the fact that the interaction tensor is symmetric Uϵ,β = Uβ,ϵ was
put forth. Given Eq. (5.72), the equations of motion become

i∂z1G
ϕ,σ
ϵ,ζ (Rij;z1,z2)− hσ

ϵ,β̄(Rik̄;z1)G
ϕ,σ
β̄,ζ (Rk̄j;z1,z2)

− ϕσσ̄′

ϵ,β̄ (Rik̄;z1, z̄4)G
ϕ,σ̄′σ
β̄,ζ (Rk̄j; z̄4,z2)

= δC(z1,z2)δϵ,ζδi,j − iUσσ̄′

ϵ,β̄ (z1)
〈
TC n̂β̄,σ̄′(Ri;z1)ĉϵ,σ(Ri;z1)ĉ†

ζ,σ(Rj;z2)
〉

ϕ
. (5.73)

Notice that only the four-point correlation function in Eq. (5.73) is different
from Eq. (5.46); it acts as a fingerprint of the lattice model Hamiltonian and
only this difference will trigger substantial differences in the two-particle sum-
rules and the second-level TPSC self-energies. Again resorting to the Dyson’s
equation (2.44), one can reshuffle Eq. (5.73) so as to realize that the four-point
correlation function relates to the self-energy and Green’s function via[

Σϕ ∗ Gϕ
]σ

ϵ,ζ (Rij;z1,z2)

= −iUσσ̄′

ϵ,β̄ (z1)
〈
TC n̂β̄,σ̄′(Ri;z1)ĉϵ,σ(Ri;z1)ĉ†

ζ,σ(Rj;z2)
〉

ϕ
. (5.74)

The main difference between Eq. (5.47) and Eq. (5.74) revolves around the inter-
orbital Coulomb interaction included through Uϵ,β. The operator “∗” was de-
fined in Eq. (5.47). Again, to ease off on the notation, the lattice site index will be
combined with the contour-time. The four-point correlation function appearing
in Eq. (5.74) can only be calculated in the longitudinal (Section 5.2.5.1) channel
when σ̄′ = σ, since using a source field ϕσ−σ to generate Eqs. (2.41) and (2.46)
will not produce the expression sought after. However, there exists a transversal
expression to Eq. (5.74) when the spin σ̄′ =−σ. The latter can be verified trying
it out with Eqs. (5.55) and (5.56).

5.2.5.1 Longitudinal expression of the self-energy

To formalize the second-level longitudinal self-energy to the multi-orbital Hub-
bard model, the necessary variable substitutions need to be carried out in
Eq. (2.47) to match the labelling of the quantum numbers with the four-point
correlation function of Eq. (5.74): γ→ (β̄, σ̄′), δ→ (β̄, σ̄′), ϵ→ (ϵ,σ) and ζ →
(ζ,σ). Regarding the contour-time variables, one has to make the same sub-
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stitutions as in Section 5.2.3.1: z4 → z++
1 , z3 → z+1 , z2 → z2 and z1 → z1. Then,

multiplying the result by −Uσσ′
ϵ,β , one gets[

ΣL,ϕ ∗ Gϕ
]σ

ϵ,ζ
(1,2) = −iUσσ̄′

ϵ,β̄ (1)G
ϕ

β̄;σ̄′(1
+,1++)Gϕ,σ

ϵ,ζ (1,2)

+ iUσσ̄′

ϵ,β̄ (1)G
ϕ,σσ̄′

ϵ,β̄ (1,1++)Gϕ,σ̄′σ
β̄,ζ (1+,2) + Uσσ̄′

ϵ,β̄ (1)G
ϕ

(ϵ,σ),ᾱ(1, 3̄)

× Γϕ

ᾱ,η̄;θ̄,ω̄(3̄, 5̄; 6̄, 7̄)χϕ

θ̄,ω̄;(β̄,σ̄′)(6̄, 7̄;1++,1+)Gϕ

η̄,(ζ,σ)(5̄,2). (5.75)

This time, the second term of Eq. (5.75) does not vanish. The second-level TPSC
self-energy for the multi-orbital Hubbard model then reads:

ΣL,ϕ
ϵ,ζ;σ(1,2) = −iUσσ̄′

ϵ,β̄ (1)G
ϕ

β̄,σ̄′(1
+,1++)δ(1,2)δϵ,ζ

+ iUσ
ϵ,ζ(1)G

ϕ,σ
ϵ,ζ (1,1++)δ(1,2) + Uσσ̄′

ϵ,β̄ (1)G
ϕ

(ϵ,σ),ᾱ(1, 3̄)

× Γϕ

ᾱ,(ζ,σ);θ̄,ω̄(3̄,2; 6̄, 7̄)χϕ

θ̄,ω̄;(β̄,σ̄′)(6̄, 7̄;1). (5.76)

From now on, the spin indices are reinstated to better spot out the spin and
charge quantities. Developing the spin summation in Eq. (5.76) and canceling
the source field ϕ, one obtains

ΣL,σ
ϵ,ζ (1,2) = Uσσ̄′

ϵ,β̄ (1)nβ̄,σ̄′(1)δ(1,2)δϵ,ζ −Uσ
ϵ,ζ(1)n

σ
ϵ,ζ(1)δ(1,2)

+ Uσσ̄′

ϵ,β̄ (1)G
σ
ϵ,ᾱ(1, 3̄)

[
Γσσ

ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χσσ̄′

θ̄,ω̄;β̄(6̄, 7̄;1)

+ Γσ−σ
ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χ−σσ̄′

θ̄,ω̄;β̄(6̄, 7̄;1)
]

. (5.77)

Due to the fact that the multi-orbital Hubbard model preserves total spin pro-
jection, terms like Γσ′σ′′σσ = 0 and χσ′σ′′σσ = 0 ∀ σ′ ̸= σ′′. It should be clear that
the second term of Eq. (5.77) is nonzero only if the orbitals ϵ ̸= ζ, since the
Pauli exclusion principle prohibits two spins with same projection to sit on
the same orbital (single energy level). Then, developing the sum over σ′ and
putting Eq. (5.21) to use, the physical longitudinal self-energy can be expressed
asKeep in mind that

Uσσ
ϵ,ζ = 0 if ϵ = ζ.

ΣL,σ
ϵ,ζ (1,2) = Uσσ̄′

ϵ,β̄ (1)nβ̄,σ̄′(1)δ(1,2)δϵ,ζ −Uσ
ϵ,ζ(1)n

σ
ϵ,ζ(1)δ(1,2)

+
Uσ

ϵ,β̄(1)

4
Gσ

ϵ,ᾱ(1, 3̄)
[

Γch
ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χch

θ̄,ω̄;β̄(6̄, 7̄;1)

− Γsp,0
ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χsp

θ̄,ω̄;β̄(6̄, 7̄;1)
]

+
Uσ−σ

ϵ,β̄ (1)

4
Gσ

ϵ,ᾱ(1, 3̄)
[

Γch
ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χch

θ̄,ω̄;β̄(6̄, 7̄;1)

+ Γsp,1
ᾱ,ζ;θ̄,ω̄(3̄,2; 6̄, 7̄)χsp

θ̄,ω̄;β̄(6̄, 7̄;1)
]

. (5.78)

The spin irreducible vertices have been separated out according to the inter-
action term they associate with because the TPSC ansatz that determine their
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value differ. If one replaces the irreducible vertices in Eq. (5.78) with fully local
ones (5.52), one retrieves

ΣL,σ
ϵ,ζ (1,2) = Uσσ̄′

ϵ,β̄ (1)nβ̄,σ̄′(1)δ(1,2)δϵ,ζ −Uσ
ϵ,ζ(1)n

σ
ϵ,ζ(1)δ(1,2)

+
Uσ

ϵ,β̄(1)

4
Gσ

ϵ,ᾱ(1,2)
[

Γch
ᾱ,ζ(2)χ

ch
ζ;β̄(2,1)− ΓMH,sp,0

ᾱ,ζ (2)χsp
ζ;β̄(2,1)

]
+

Uσ−σ
ϵ,β̄ (1)

4
Gσ

ϵ,ᾱ(1,2)
[

Γch
ᾱ,ζ(2)χ

ch
ζ;β̄(2,1) + ΓMH,sp,1

ᾱ,ζ (2)χsp
ζ;β̄(2,1)

]
. (5.79)

As far as the multi-orbital Hubbard model is concerned, the TPSC ansatz to the
longitudinal spin irreducible vertex are calculated using both Eqs. (5.41) and
(5.33): 

ΓMH,sp,0
α,ζ (1) = −iUσ

α,ζ(1)

〈
n̂ζ,σ(1)n̂α,σ(1)

〉
ϕ〈

n̂ζ,σ(1)
〉

ϕ

〈
n̂α,σ(1)

〉
ϕ

(α ̸= ζ)

ΓMH,sp,1
α,ζ (1) = −iUσ−σ

α,ζ (1)

〈
n̂ζ,−σ(1)n̂α,σ(1)

〉
ϕ〈

n̂ζ,−σ(1)
〉

ϕ

〈
n̂α,σ(1)

〉
ϕ

.

(5.80)

The charge vertices Γch in Eq. (5.79) are set using the sum-rule (5.23) in conjunc-
tion with the Bethe-Salpeter equation (5.64) with some extra approximation (see
Appendix H).

5.2.5.2 Transversal expression of the self-energy

To derive a transversal expression to the self-energy, one can drop the terms in
Eq. (5.74) that are multiplied by interaction terms of the form Uσσ

α,β, since the
resulting four-point correlation function cannot be obtained in the transversal
channel. This means that the derivation is very similar to that of the Hubbard
model done in Section 5.2.3.2, although Uσ−σ

α,β is now depending on the or-
bitals under consideration. For that reason, some steps of the derivation will
be skipped. The susceptibility χ−σσ−σσ

β,ζ;β,ϵ (1+,2;1++,1−) has to be computed from
both Eqs. (2.41) and (2.46) to get the transversal self-energy and this entails
making the following substitutions: ϵ→ (β,−σ), ζ → (ζ,σ), γ→ (β,−σ) and
δ→ (ϵ,σ). The contour-time substitutions that need to be made are: z4→ z++

1 ,
z3→ z−1 , z2→ z2 and z1→ z+1 . Gathering the two respective expressions coming
out of Eqs. (2.41) and (2.46), then multiplying by Uσ−σ

ϵ,β and summing over β,
produces the relation required to extract the transversal self-energy

ΣT,ϕ,σσ̄′

ϵ,β̄ (1, 2̄)Gϕ,σ̄′σ
β̄,ζ (2̄,2)

= iUσ−σ
ϵ,β̄ (1)Gϕ,σ−σ

ϵ,β̄ (1,1++)Gϕ,−σσ

β̄,ζ (1+,2)− iUσ−σ
ϵ,β̄ (1)Gϕ,−σ

β̄
(1+,1++)Gϕ,σ

ϵ,ζ (1,2)

−Uσ−σ
ϵ,β̄ (1)Gϕ,−σ

β̄,ᾱ (1, 3̄)Γϕ,−σσσ̄′ σ̄′′

ᾱ,η̄;θ̄,ω̄ (3̄, 5̄; 6̄, 7̄)χϕ,σ̄′ σ̄′′−σσ

θ̄,ω̄;β̄,ϵ (6̄, 7̄;1)Gϕ,σ
η̄,ζ (5̄,2). (5.81)

In light of Eq. (5.81), the physical transversal component to the second-level
TPSC self-energy reads

ΣT,−σ
ϵ,ζ (1,2) = Uσ−σ

ϵ,β̄ (1)n−σ
β̄

(1)δ(1,2)δϵ,ζ

−Uσ−σ
ϵ,β̄ (1)G−σ

β̄,ᾱ (1, 3̄)Γ−σσ−σσ
ᾱ,ζ (3̄,2; 6̄, 7̄)χ−σσ−σσ

ζ;β̄,ϵ (6̄, 7̄;1), (5.82)
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since χσσ−σσ = χσ−σ−σσ = 0 in the multi-orbital Hubbard model and the first
term in Eq. (5.81) vanishes after multiplying from the right by G−1

σ . The vertex
function appearing in Eq. (5.82) is approximated as fully local (see Sec. 5.2.3.1).
Moreover, it was argued in Section 5.2.3.2 that the transversal susceptibility
component χσ−σσ−σ = 1

2 χsp: it is clear in this case that the same equivalence
applies. The susceptibility is also nonzero only if4 β → ϵ. Although, for the
transversal spin irreducible vertex, one has to be careful. For that reason, Eq. (5.44)
is used once more with the proper substitution of the multi-orbital Hubbard in-
teraction leading to a nonzero transversal component Vσσ̄′

ϵ,ζ;γ̄(1)→Uσσ̄′
ϵ,ζ (1)δγ̄,ζδσ̄′,−σ:

Γσ−σσ−σ
ϵ,ζ;γ,δ (1,2;4,3) ≈ iUσ−σ

ϵ,ζ (1)

〈
TC n̂ζ,−σ(1)n̂ϵ,σ(1)

〉〈
n̂ζ,−σ(1)

〉
⟨n̂ϵ,σ(1)⟩

× δ(1,3)δ(1+,4)δ(1,2)δδ,γδγ,ζ

= −ΓMH,sp,1
ϵ,ζ (1). (5.83)

Then, following on Eq. (5.83), the self-energy (5.82) is finally

ΣT,σ
ϵ,ζ (1,2) = Uσ−σ

ϵ,β̄ (1)n−σ
β̄

(1)δ(1,2)δϵ,ζ

+
Uσ−σ

ϵ (1)
2

G−σ
ϵ,ᾱ (1,2)ΓMH,sp,1

ᾱ,ζ (2)χsp
ζ,ϵ(2,1). (5.84)

Thus, the irreducible vertex Γsp,0 (5.80) is only appearing in the longitudinal
channel.

5.2.6 Second-level approximation

The crossing-symmetric second-level TPSC self-energy approximation to the
multi-orbital Hubbard model is drawn from the average of ΣL (5.79) and ΣT (5.84),
giving:

ΣTPSC,(1)
ϵ,ζ;σ (1,2) = ∑

β

Uσ−σ
ϵ,β (1)n−σ

β (1)δ(1,2)δϵ,ζ

+
1
2 ∑

β ̸=ζ

Uσ
ϵ,β(1)n

σ
β(1)δ(1,2)δϵ,ζ −

1
2

Uσ
ϵ,ζ(1)n

σ
ϵ,ζ(1)δ(1,2)

+ ∑
α,β ̸=ϵ

Uσ
ϵ,β(1)

8
Gσ

ϵ,α(1,2)
[

Γch
α,ζ(2)χ

ch
ζ;β(2,1)− ΓMH,sp,0

α,ζ (2)χsp
ζ;β(2,1)

]

+ ∑
α,β

Uσ−σ
ϵ,β (1)

8
Gσ

ϵ,α(1,2)
[

Γch
α,ζ(2)χ

ch
ζ;β(2,1) + 3ΓMH,sp,1

α,ζ (2)χsp
ζ;β(2,1)

]
, (5.85)

4 Refer to Eq. (5.14) and verify that when one of the operators Ŝ± is not diagonal in orbital index,
it gives zero.
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which Fourier transformed leads to

ΣTPSC,(1)
ϵ,ζ;σ (k;z1,z2) = ΣHF,TPSC,(1)

ϵ,ζ;σ (z1) + ∑
α,β ̸=ϵ

Uσ
ϵ,β(z1)

8

ˆ
dDq
(2π)D G

(0),σ
ϵ,α (k + q;z1,z2)

×
[

Γch
α,ζ(z2)χ

ch
ζ;β(q;z2,z1)− ΓMH,sp,0

α,ζ (z2)χ
sp
ζ;β(q;z2,z1)

]
+ ∑

α,β

Uσ−σ
ϵ,β (z1)

8

ˆ
dDq
(2π)D

× G(0),σϵ,α (k + q;z1,z2)

[
Γch

α,ζ(z2)χ
ch
ζ;β(q;z2,z1) + 3ΓMH,sp,1

α,ζ (z2)χ
sp
ζ;β(q;z2,z1)

]
.

(5.86)

The various summations are explicated in Eqs. (5.85) and (5.86). The term ΣHF

is a short-hand notation that regroups all the Hartree-Fock terms featuring in
Eq. (5.85) (to the count of 3).

5.2.7 Equations of motion of the Kanamori-Hubbard model

In this section, the equations of motion of the Kanamori-Hubbard model (3.7)
are developed in the same fashion as done in Section 5.2.3 and Section 5.2.5.
Hence, referring to Eq. (2.50), one computes first the commutator

[Ĥ, ĉϵ,σ(Ri)](z1) = −∑
β,k

[
hσ

ϵ,β(Rik;z1)− µδi,kδϵ,β

]
ĉβ,σ(Rk;z1)

−∑
β,σ′

(
Uσσ′

ϵ,β (Ri;z1)− Jσ
ϵ,β(Ri;z1)δσ,σ′

)
n̂β,σ′(Ri;z1)ĉϵ,σ(Ri;z1)

+ ∑
β ̸=ϵ

Jσ
ϵ,β(Ri;z1)

(
ĉ†

β,−σ(Ri;z1)ĉβ,σ(Ri;z1)ĉϵ,−σ(Ri;z1)

+ ĉ†
ϵ,−σ(Ri;z1)ĉβ,σ(Ri;z1)ĉβ,−σ(Ri;z1)

)
. (5.87)

The spin exchange energy J′ is assumed the same as the pair-hopping one J,
implying that the electronic single-particle wave functions are real-valued and
the Hund’s coupling is real symmetric Jϵ,β = Jβ,ϵ. In Eq. (5.72), the fact that
Uϵ,β = Uβ,ϵ was used. Furthermore, it is implicitly understood that the interac-
tion Uσσ

ϵ,ϵ = 0 due to Pauli spin exclusion principle. Also, the Hund’s coupling
is a genuine multi-orbital interaction, implying that the diagonal terms vanish
Jϵ,ϵ = 0. The commutator (5.87) leads to[

Σϕ ∗ Gϕ
]σ

ϵ,ζ (Rij;z1,z2)

= −i
(

Uσσ̄′

ϵ,β̄ (Ri;z1)− Jσ
ϵ,β̄(Ri;z1)δσ,σ̄′

)〈
TC n̂β̄,σ̄′(Ri;z1)ĉϵ,σ(Ri;z1)ĉ†

ζ,σ(Rj;z2)
〉

ϕ

+ i Jσ
ϵ,β̄(Ri;z1)

(
⟨TC ĉ†

β̄,−σ(Ri;z++
1 )ĉβ̄,σ(Ri;z+1 )ĉϵ,−σ(Ri;z1)ĉ†

ζ,σ(Rj;z2)⟩ϕ

+ ⟨TC ĉ†
ϵ,−σ(Ri;z++

1 )ĉβ̄,σ(Ri;z+1 )ĉβ̄,−σ(Ri;z1)ĉ†
ζ,σ(Rj;z2)⟩ϕ

)
, (5.88)

binding together the self-energy and Green’s function. The Eq. (5.88) shares
many similarities with the Eqs. (5.74) and (5.47) due to the fact that both the
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Hubbard and multi-orbital Hubbard models are special cases of the Kanamori-
Hubbard model. Although, now the interaction Uσσ′

ϵ,β in the second term is renor-
malized by the Hund’s coupling favouring high-spin states across different or-
bitals. An additional term only involving the Hund’s coupling also makes its
appearance, although it can only be generated in the transversal channel with
appropriate source fields. In the longitudinal channel, the last term of the equa-
tions of motion (5.88), with J as prefactor, contributes only in an Hartree-Fock
term (see Eq. (5.89)).

5.2.7.1 Longitudinal expression of the self-energy

The major addition here lies in the last term of the equations of motion (5.88).
The first correlation function leads to the same expressions to the self-energy
developed for the multi-orbital Hubbard model in Section 5.2.5, to the exception
that Eq. (5.75) is multiplied by the interaction −(Uσσ′

ϵ,β − Jσ
ϵ,βδσ,σ′). It gives

ΣL,σ
ϵ,ζ (1,2) =

(
Uσσ̄′

ϵ,β̄ (1)− Jσ
ϵ,β̄(1)δσ,σ̄′

)
nβ̄,σ̄′(1)δ(1,2)δϵ,ζ

−
(

Uσ
ϵ,ζ(1)− Jσ

ϵ,ζ(1)
)

nσ
ϵ,ζ(1)δ(1,2) + Jσ

ϵ,ζ(1)
(

n−σ
ϵ,ζ (1) + n−σ

ζ,ϵ (1)
)

δ(1,2)

+

(
Uσ

ϵ,β̄(1)− Jσ
ϵ,β̄(1)

)
4

Gσ
ϵ,ᾱ(1,2)

[
Γch

ᾱ,ζ(2)χ
ch
ζ;β̄(2,1)− ΓKH,sp,0

ᾱ,ζ (2)χsp
ζ;β̄(2,1)

]
+

Uσ−σ
ϵ,β̄ (1)

4
Gσ

ϵ,ᾱ(1,2)
[

Γch
ᾱ,ζ(2)χ

ch
ζ;β̄(2,1) + ΓMH,sp,1

ᾱ,ζ (2)χsp
ζ;β̄(2,1)

]
. (5.89)

The longitudinal spin irreducible vertex ΓKH,sp,0 in Eq. (5.89) has a slightly dif-
ferent form when compared to that of the multi-orbital Hubbard model (5.80).
It is now expressed as

ΓKH,sp,0
α,ζ (z1) = −i

(
Uσ

α,ζ(z1)− Jσ
α,ζ(z1)

) 〈
n̂ζ,σ(z1)n̂α,σ(z1)

〉
ϕ〈

n̂ζ,σ(z1)
〉

ϕ

〈
n̂α,σ(z1)

〉
ϕ

(α ̸= ζ).

(5.90)

The Eq. (5.89) depicts the complete Kanamori-Hubbard longitudinal self-energy.
The last term of Eq. (5.88) contains correlation functions whose expression can’t
be derived in the longitudinal channel, but only in the transversal one – they
will be the subject of Section 5.2.7.2.

5.2.7.2 Transversal expression of the self-energy

In this section, the new contributions to the transversal self-energy (5.82) in-
troduced via the extra Hund’s coupling will be tackled. The first correlation
function of the last term of Eq. (5.88) can be obtained exchanging the following
indices in Eq. (2.47): γ→ (β̄,−σ), δ→ (β̄,σ), ϵ→ (ϵ,−σ) and ζ → (ζ,σ). TheThe notation Σ1 and

Γ1 in Eq. (5.91) is
meant to insist on
the fact that this is

only part of the
complete transversal

expression.

exchange in contour-time variables goes as follows: z4→ z++
1 , z3→ z+1 , z2→ z2

and z1→ z1. Then, multiplying the four-point correlation function by Jϵ,β̄ and
multiplying from the right by G−1, this results in
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Σ1,T,σ
ϵ,ζ (1,2) = Jσ

ϵ,ζ(1)n
−σ
ϵ,ζ (1)δ(1,2)

− Jσ
ϵ,β̄(1)G

−σ
ϵ,ᾱ (1, 3̄)Γ1,−σσ−σσ

ᾱ,ζ;θ̄,ω̄ (3̄,2; 6̄, 7̄)χ−σσ−σσ
θ̄,ω̄;β̄ (6̄, 7̄;1), (5.91)

since χσσ−σσ = χσ−σ−σσ = 0 for the same reasons evoked in Eq. (5.59). The
ansatz for the local transversal spin irreducible vertex in this case is homoge-
nous to

χ−σσ−σσ
ϵ,ζ;β (1−,1;1++,1+) = −i

δGϕ,−σσ
ϵ,ζ (1−,2)

δϕ−σσ
β (1++,1+)

∣∣∣∣
ζ→ϵ,2→1,ϕ→0

= −i⟨TC ĉ†
ζ,−σ(1

++)ĉζ,σ(1+)ĉ†
ϵ,σ(1)ĉϵ,−σ(1−)⟩

= −i⟨Ŝ∓ζ (1)Ŝ
±
ϵ (1)⟩, (5.92)

which can’t be, by any manipulation, obtained from I−σσ(T) as detailed in
Eq. (5.35) – it has to be dealt with separately. Glancing at Eq. (5.14), one can
come up with the equivalence

−i⟨Ŝ∓ζ (1)Ŝ
±
ϵ (1)⟩ = −i⟨n̂ζ,σ(1)n̂ϵ,σ(1)⟩+ i⟨n̂ζ,σ(1)n̂ϵ,−σ(1)⟩. (5.93)

Again, to match with the first correlation function of the last term in Eq. (5.88)
in the local limit, one would need to multiply Eq. (5.93) by the Hund’s coupling
and divide each term by its Hartree-Fock decomposition:

− i⟨Ŝ∓ζ (1)Ŝ
±
ϵ (1)⟩ = −i Jσ

ϵ,ζ(1)
( ⟨n̂ζ,σ(1)n̂ϵ,σ(1)⟩
⟨n̂ζ,σ(1)⟩⟨n̂ϵ,σ(1)⟩

−
⟨n̂ζ,σ(1)n̂ϵ,−σ(1)⟩
⟨n̂ζ,σ(1)⟩⟨n̂ϵ,−σ(1)⟩

)
= Γ1,−σσ−σσ

ϵ,ζ (1). (5.94)

In Eqs. (5.92), (5.93) and (5.94), the upper (lower) superscript characterizing Ŝ
is selected if σ =↑ (σ =↓); this arrangement applies as well for what’s coming
up next.

As for the second correlation function of the last term of Eq. (5.88), the vari-
able substitutions required in Eq. (2.47) read out like γ→ (ϵ,−σ), δ→ (β̄,σ),
ϵ→ (β̄,−σ) and ζ→ (ζ,σ), and z4→ z++

1 , z3→ z+1 , z2→ z2 and z1→ z1. These
substitutions produce the same result as Eq. (5.91), to the exception that the
vertex is now denoted Γ2,−σσ−σσ, since the ansatz differs from that of Eq. (5.94):

χ−σσ−σσ
β,ζ;ϵ,β (1−,1;1++,1+) = −i

δGϕ,−σσ
β,ζ (1−,2)

δϕ−σσ
ϵ,β (1++,1+)

∣∣∣∣
ζ→ϵ,2→1,ϕ→0

= −i⟨TC ĉ†
ϵ,−σ(1

++)ĉζ,σ(1+)ĉ†
ϵ,σ(1)ĉζ,−σ(1−)⟩

= −i⟨Ŝ∓ϵ,ζ(1)Ŝ
±
ϵ,ζ(1)⟩. (5.95)

This time, Eq. (5.95) mixes up the orbitals

−i⟨Ŝ∓ϵ,ζ(1)Ŝ
±
ϵ,ζ(1)⟩ = −i⟨n̂σ

ϵ,ζ(1)n̂
σ
ϵ,ζ(1)⟩+ i⟨n̂σ

ϵ,ζ(1)n̂
−σ
ϵ,ζ (1)⟩. (5.96)

Eq. (5.96) should theoretically be nonzero. Nevertheless, because the correla-
tion functions in Eq. (5.96) do not appear in any two-particle sum-rules (see
Section 5.2.1) nor in any other irreducible spin vertex ansatz so far established,
they are left dangling without sufficient number of contraints. Therefore, one
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approximates Γ2,−σσ−σσ = 0. The Hartree-Fock term from Σ2,T however adds up
to that of Σ1,T and reads

Σ2,T,σ
ϵ,ζ (1,2) = Jσ

ϵ,ζ(1)n
−σ
ζ,ϵ (1)δ(1,2).

Invoking the locality of the vertex function appearing in Eq. (5.91), as well
as using the fact that χ−σσ−σσ = 1

2 χsp, the total transversal component to the
Kanamori-Hubbard TPSC self-energy comes down to the addition of Eqs. (5.84)
and (5.91)

ΣT,σ
ϵ,ζ (1,2) = Uσ−σ

ϵ,β̄ (1)n−σ
β̄

(1)δ(1,2)δϵ,ζ + Jσ
ϵ,ζ(1)

(
n−σ

ϵ,ζ (1) + n−σ
ζ,ϵ (1)

)
δ(1,2)

+
Uσ−σ

ϵ (1)
2

G−σ
ϵ,ᾱ (1,2)ΓMH,sp,1

ᾱ,ζ (2)χsp
ζ,ϵ(2,1) +

Jσ
ϵ,β̄(1)

2
G−σ

ϵ,ᾱ (1,2)ΓKH,sp,1
ᾱ,ζ (2)χsp

ζ,β̄(2,1),

(5.97)

where ΓMH,sp,1 is laid out in Eq. (5.83) and the spin irreducible vertex ΓKH,sp,1 is
the same as Eq. (5.94).

5.2.8 Second-level approximation

The average of ΣL (5.89) and ΣT (5.97) gives the second-level approximation to
the Kanamori-Hubbard model

ΣTPSC,(1)
ϵ,ζ;σ (1,2)

= ∑
β

Uσ−σ
ϵ,β (1)n−σ

β (1)δ(1,2)δϵ,ζ +
1
2 ∑

β ̸=ζ

(
Uσ

ϵ,β(1)− Jσ
ϵ,β(1)

)
nσ

β(1)δ(1,2)δϵ,ζ

− 1
2

(
Uσ

ϵ,ζ(1)− Jσ
ϵ,ζ(1)

)
nσ

ϵ,ζ(1)δ(1,2) + Jσ
ϵ,ζ(1)

(
n−σ

ϵ,ζ (1) + n−σ
ζ,ϵ (1)

)
δ(1,2)

+ ∑
α,β ̸=ϵ

(
Uσ

ϵ,β(1)− Jσ
ϵ,β(1)

)
8

Gσ
ϵ,α(1,2)

[
Γch

α,ζ(2)χ
ch
ζ,β(2,1)− ΓKH,sp,0

α,ζ (2)χsp
ζ,β(2,1)

]

+ ∑
α,β

Uσ−σ
ϵ,β (1)

8
Gσ

ϵ,α(1,2)
[

Γch
α,ζ(2)χ

ch
ζ,β(2,1) + 3ΓMH,sp,1

α,ζ (2)χsp
ζ,β(2,1)

]

+ ∑
α,β ̸=ϵ

Jσ
ϵ,β(1)

4
G−σ

ϵ,α (1,2)ΓKH,sp,1
α,ζ (2)χsp

ζ,β(2,1). (5.98)

The Fourier transform of Eq. (5.98) is easy to carry out.

5.2.9 DMFT+TPSC

The combination of DMFT introduced in Section 3.2.1 and TPSC introduced
in Section 5.2 aims to replace the local TPSC self-energy component with the
DMFT one in a self-consistent manner in order to better capture the strong
local fluctuations [122]. Methods that have combined DMFT and TPSC in a
single-shot fashion – the local correlations are directly replaced with the DMFT
ones without self-consistency – have been recently explored [89, 155]. In the
Hubbard model, the TPSC self-energy (5.63) would embody self-consistently
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in the DMFT procedure the effects of the lattice environment onto spin and
charge degrees of freedom. In this section, the algorithmic procedure that de-
fines nonequilibrium self-consistent DMFT+TPSC is laid out. This scheme can
be straightforwardly generalized to multi-orbital systems such as the multi-
orbital Hubbard model (3.8) and the Kanamori-Hubbard model (3.7). The full
scheme is summarized by the flow chart in Fig. 5.3.

algorithm To start out the DMFT+TPSC procedure, one must initially
guess a Weiss Green’s function (3.12) that will enter the impurity solver de-
scribed in Section 3.2.1.3. The impurity solver computes an impurity self-energy,
denoted Σimp[G0], that renormalizes the energy spectrum of the impurity in-
teracting electrons embedded in the lattice environment. Then, the impurity
double occupancy Dimp

Dimp(z) =
−i

2U(z)

ˆ
C

dz′ Tr
[
Σimp

σ (z,z′)G imp
σ (z′,z)

]<
+

1
4 ∑

σ

nσ(z)n−σ(z), (5.99)

is used instead of the one extracted from the ansatz (5.54) as is the case for
TPSC and TPSC+GG. Dimp is employed to set both the spin and charge irre-
ducible vertices according to Figs. 5.1 and 5.2, respectively, making use of the
respective local sum-rules (5.68). This time, the susceptibilities defined through
the Bethe-Salpeter equation (5.64) are slightly different from TPSC, in that the
noninteracting two-particle Green’s function χ0 is defined as

χ0
q(z,z′) = −2i

ˆ
dDk
(2π)D Gk(z,z′)Gk+q(z′,z), (5.100)

where the lattice Green’s function Gk is defined in Eq. (3.14) and contains the
local impurity self-energy. Then, the nonlocal TPSC self-energy can be calcu-
lated using Eq. (5.63). The TPSC self-energy (5.63) is improved by subtracting
out the local self-energy component of ΣTPSC,(1)

k , defined as

ΣTPSC,(1)
loc,σ (z,z′) ≡ 1

Nk
∑
k

ΣTPSC,(1)
k,σ (z,z′),

to replace it with the impurity self-energy Σσ
imp. The TPSC self-energy with

improved local correlations then reads

Σ(1)
k,σ(z,z′) ≡ ΣTPSC,(1)

k,σ (z,z′)− ΣTPSC,(1)
loc,σ (z,z′) + Σσ

imp(z,z′), (5.101)

and the improved TPSC lattice Green’s function G lat,(1)
k dressed with Σ(1)

k (5.101)
is defined as [

i∂z + µ− ϵ(k)− Σδ,σ
imp(z)

]
G lat,(1)

k,σ (z,z′)

−
ˆ
C

dz′′ Σ(1)
k,σ(z,z′′)G lat,(1)

k,σ (z′′,z′) = δC(z,z′). (5.102)

Once the improved TPSC lattice Green’s function (5.102) is known, the lattice
average

Gσ
loc(z,z′) ≡ 1

Nk
∑
k
G lat,(1)

k,σ (z,z′) (5.103)
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TPSC

DMFTGlat
k update

local sum-rule
i
∫

dDq

(2π)D
χ
sp/ch
q (z, z+) = n(z) + 2(−1)lDimp(z)− (1− l)n(z)2

Bethe-Salpeter eq.

χ
sp/ch
q (z, z′) = χ0

q(z, z
′) + (−1)l+1 i

2Γ
sp/ch(z)χ0

q(z, z̄)χ
sp/ch
q (z̄, z′)

compute Σ
TPSC,(1)
k

ro
ot-fi

n
d
in
g
Γ
sp

/
ch

Local impurity Dyson eq.
Gloc = G0 ∗ Σimp ∗ Gloc

impurity solver
updates Σimp, Gimp and Dimp

update G0

Compute Σ
TPSC,(1)
loc ≡ 1

Nk

∑
k Σ

TPSC,(1)
k and

Σ
(1)
k ≡ Σ

TPSC,(1)
k − Σ

TPSC,(1)
loc +Σimp

Σk update

Lattice Dyson eq.[
Glat,(1)
k

]−1

= G0−1 − Σ
(1)
k

Compute

Gloc ≡ 1
Nk

∑
k G

lat,(1)
k

Guess
G0

Figure 5.3: Flow chart describing the self-consistent DMFT+TPSC procedure. The yel-
low slot is replaced by the equation (5.69) in the implementation.

is calculated. Finally, by solving the Volterra equation (3.17) with Gloc (5.103)
and Σimp at hand, the Weiss Green’s function can be updated and reinserted
into the impurity solver. The whole process is therafter repeated until the
scheme converges.

Apart from looking at the energy conservation across the time propagation
of the DMFT+TPSC solution, the comparison between the DMFT double occu-
pancy Dimp (5.99) and that extracted from the lattice quantities

DTPSC,(1)(z) =
−i

2U(z)

ˆ
C

dz′ Tr
[
Σ(1)

k,σ(z,z′)G lat,(1)
k,σ (z′,z)

]<
+

1
4 ∑

σ

nσ(z)n−σ(z),

(5.104)

with Σ(1)
k defined in Eq. (5.101) and G lat,(1)

k defined in Eq. (5.102), reveals to
be a good internal accuracy check for the method. Thus, if the difference be-
tween Dimp(z) and DTPSC,(1)(z) is relatively small, the method should be reli-
able. However, this small difference leads to some ambiguity in the determi-
nation of the total energy to compute the thermalized values, as discussed in
Section 7.2.2, since the lattice environment would have a different energy from
the impurity. To cure for this discrepancy, a renormalization parameter the likes
of α in Eq. (5.71) can be introduced in Eq. (5.104) and tweaked so as to make
Eqs. (5.104) and (5.99) equal; this variation is coined DMFT+TPSCα and is de-
tailed further down. Note that the formula (5.104) can be derived by Fourier
transforming Eq. (5.47) and its present form is only valid in the single-orbital
case, i.e. when j→ i and ζ → ϵ in Eq. (5.47). Hence, the fact that the impurity
electrons – associated to the local degrees of freedom – and the lattice electrons
can have different temperatures in DMFT+TPSC means that different tempera-
ture reservoirs and relaxation timescales are associated to the electrons living
in those disjoint of the Fock subspaces. This temperature discrepancy would be
a consequence of the lack of internal consistency between the DMFT and TPSC
levels.
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As shown in Section 6.2.2 (Fig. 6.36), the comparison between the DMFT
double occupancy Dimp (5.99) and the one extracted from the lattice quantities
(5.104) – using Σ(1)

k defined in Eq. (5.101) and G lat,(1)
k defined in Eq. (5.102) –

turns out to be a good internal accuracy check for the method. If the differ-
ence between Dimp(z) and DTPSC,(1)(z) becomes too large, the results become
unreliable.

Similarly to TPSC and TPSC+GG employing the sum-rule (5.71) to improve
the consistency between the TPSC and DMFT approximations, DMFT+TPSC
can be endowed with “D consistency” by enforcing that the impurity double
occupancy Dimp (5.99) be equal to that computed from the TPSC lattice-defined
quantities (5.104):

Tr
[
Σ(1)

k,σ[α](z, z̄)G lat,(1)
k,σ (z̄,z)

]<
= Tr

[
Σimp

σ (z, z̄)G imp
σ (z̄,z)

]<
, (5.105)

with

Σ(1)
k,σ[α](z,z′) ≡ ΣTPSC,(1)

k,σ [α](z,z′)− ΣTPSC,(1)
loc,σ [α](z,z′) + Σimp

σ (z,z′), (5.106)

or, alternatively,

Σ(1)
k,σ[α](z,z′) ≡ ΣTPSC,(1)

k,σ (z,z′)− α(z)ΣTPSC,(1)
loc,σ (z,z′) + Σimp

σ (z,z′), (5.107)

where α, in the case of Eq. (5.106), serves a similar purpose as in Eq. (5.71), in
that it renormalizes further the irreducible vertices in Eq. (5.70) so as to fulfil
Eq. (5.105). In Eq. (5.107), the parameter α can be seen as a time-dependent
correction to the hybridization function appearing in the DMFT self-consistency
(Eq. (3.12)). These modified DMFT+TPSC methods are coined DMFT+TPSCα. It
turns out however that none of the lattice self-energies (5.106) and (5.107) lead
to stable nonequilibrium solutions. Thus, DMFT+TPSCα will only be shown in
equilibrium set-ups and using Eq. (5.106) in the self-consistency procedure.

5.2.10 Summary of the different schemes

In order to clarify the differences between the methods covered in this thesis,
Table 5.1 sets them out so as to summarize the salient characteristics describing
each of them. Moreover, a graph shows the connection between the first- and
second-level approximations in Fig. 5.4. A similar summary

of the methods can
be found in
Ref. [122].

The first column of Table 5.1 titled “Self-consistent” specifies which of the
methods are self-consistent, i.e. iterates over the quantities defined in the method
until the solution has converged. Hence, the methods that do not check out
this characteristic compute the self-energy and related quantities in a “one-
shot” fashion. The next column titled “D consistency” identifies which meth-
ods make use of a parameter α to even out the local and lattice double occu-
pancies. For example, in the case of TPSC and TPSC+GG, the sum-rule (5.71)
ensures that the double occupancy obtained at first-level approximation from
Eq. (5.54) be equal (consistent) to that calculated from the second-level quanti-
ties Σ(1)

k (5.70) and G(1) (5.66). Indeed, in a fully conserving scheme, the double
occupancy appearing in Eq. (5.54), which is ultimately extracted from the first-
level approximation self-energy Σ(0)

k (5.43), should be equal to that obtained
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Self-consistent D consistency Σ(1)
k

OG TPSC X X Eq. (5.63)

TPSC X ✓ Eqs. (5.70) & (5.71)

TPSC+GG ✓ ✓ Eqs. (5.70) & (5.71)

DMFT+TPSC ✓ X Eqs. (5.101)

DMFT+TPSCα ✓ ✓ Eqs. (5.106)/(5.107) & (5.105)

Table 5.1: Main characteristics of the methods at the second-level approximation.
Checkmarks (✓) mean that a method is endowed with the characteristic,
while the x-marks (X) mean the opposite.

from the second-level single-particle quantities Σ(1)
k and G(1); this is what the

sum-rule (5.71) ensures. In the case of DMFT+TPSCα, which is a “D-consistent”
method, the sum-rule Eq. (5.105) relates both Eqs. (5.99) and (5.104) by tuning
α. Finally, the last column of Table 5.1 refers to the second-level self-energies
featuring in each method along with the extra sum-rule they need to satisfy if
the method is “D-consistent”.

First-level self-energy

Σ(0) (Eq. (5.27))

First-level vertices

Γsp (Eq. (5.41)) and Γch (Eq. (5.42))

First-level propagator

G(0) (Eq. (5.28))

Second-level self-energy

OG TPSC Σ(1) : Eq. (5.63)

TPSC and TPSC+GG Σ(1) : Eqs. (5.70) and (5.71)

Second-level vertices

Γ(1),sp/ch ≡ − δΣ(1)
σ

δG(1)−σ

± δΣ(1)
σ

δG(1)σ

Second-level propagator

G(1) (Eq. (5.66))

Ansatz

Figure 5.4: Flow graph showing the connections between the two first levels of TPSC,
namely the first- (blue boxes) and second-level (green boxes) approxima-
tions. The red line shows that second-level irreducible vertices could in the-
ory be worked out from the second-level self-energy Σ(1). The α renormal-
ization of the vertices introduced via Eq. (5.71) aims to update the irreducible
vertices such as to make the two-level approximations consistent.



Part IV

R E S U LT S

La beauté est la forme de la finalité d’un objet, en tant qu’elle est perçue
dans cet objet sans représentation d’une fin.

— Emmanuel Kant [64]

In this part of the thesis, the main results carried out using the
numerical methods developed, namely post-processing RPA-DMFT,
and TPSC and its variants, are presented and discussed. The calcu-
lations shown in this thesis were performed under both equilibrium
and nonequilibrium conditions. The systems are driven out of equi-
librium by either varying the local Coulomb interaction or changing
the hopping between lattice sites.
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E Q U I L I B R I U M R E S U LT S

In this section, the equilibrium results of the post-processing RPA-type DMFT
method to treat two-particle vertex corrections, introduced in Chapter 4, will
be presented and discussed in Section 6.1. The Section 6.1 will set the stage
to carry on with the nonequilibrium results, presented further down in Sec-
tion 7.1. Then, the equilibrium results of TPSC and its variants will be exposed
in Section 6.2. The Section 6.2 breaks down into a section dedicated to TPSC
and TPSC+GG introduced in Section 5.2, namely Section 6.2.1, and a section
dedicated to the DMFT+TPSC schemes introduced in Section 5.2.9, namely Sec-
tion 6.2.2. The nonequilibrium results of TPSC and related methods are shown
and discussed in Section 7.2.

The totality of the results presented below cover the Hubbard model de-
scribed by Eq. (3.9). Even though it has been shown that TPSC can be gen-
eralized to treat multi-orbital systems in Section 5.2 and Ref. [156], the other
models, namely the Kanamori-Hubbard and multi-orbital Hubbard models, are
currently under implementation on the KB contour and therefore no results are
yet available. Since all the formalism leading up to TPSC has been set out in
the nonequilibrium Keldysh-Schwinger formalism developed in Chapter 2, the
equations derived have to be narrowed down to the vertical imaginary-time
axis C3 (see Fig. 2.1) in equilibrium. This can be easily carried out performing
the transformation z→ t0 − iτ, τ being the imaginary time (see Table 2.1).

6.1 post-processing dmft

The RPA-type post-processing DMFT method discussed and introduced in Chap-
ter 4 is tried out on the weakly interacting half-filled single-band Hubbard
model (3.9) in dimensions D = 1 and D = 2 using the DMFT Green’s func-
tions obtained with second-order IPT (Section 3.2.1.3) in order to capture the
bound particle-hole excitations, coined π-ton, in both the longitudinal optical
conductivity and the magnetic susceptibility. Note that for the equilibrium cal-
culations, bare IPT was employed, unless mentioned otherwise (see discussion
underneath Eq. (3.26)). Since DMFT produces results representative of high-
dimensional systems, irrespective of the dimension D, the choices of D = 1 and
D = 2 are meant to reduce greatly the computational cost of the momentum
summations as well as the memory load. Hence, as will be seen, qualitatively
similar results have been obtained for D = 2 and D = 1. Moreover, due to the
Mermin-Wagner theorem, the existence of AFM long-range order at Néel tem-
perature TN > 0 in the DMFT solution for dimensions D < 3 is representative of
D ≥ 3 and one should thus interpret the diagrammatic results that will be pre-
sented as characteristic properties of high-dimensional Hubbard models close
to the AFM phase boundary.
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The π-ton-type vertex corrections in the strongly correlated (Mott) regime
have also been computed using Noncrossing Approximation (NCA) as impurity
solver [21, 37]. NCA is a reliable impurity solver only when the on-site interac-
tion U is much larger than the bandwidth W of the lattice model. Although, for
all the interactions and dimensions considered, the RPA-type vertex corrections
drawn from NCA are not physically meaningful, since they yield large values
at high temperatures, far away from the AFM phase boundary. Besides, it is
well established that the diagrammatic extensions of DMFT [104], even though
more accurate, suffer convergence problems at intermediate to strong coupling,
related to the multivaluedness of the Luttinger-Ward functional, or the occur-
rence of divergences in the two-particle irreducible vertex functions [29, 55].
Then, the fact that NCA is tailored for strongly interacting systems makes it
dubious to use along with the post-processing RPA-type treatment. The focus
is therefore restricted to the weakly-correlated region of the phase diagram,
where the poles in the π-ton expressions can be shifted to the actual AFM
boundary via modest corrections of the bare interaction.

As mentioned, the RPA-type post-processing method has been fed with DMFT
lattice Green’s functions calculated using both the NCA and IPT impurity
solvers. Because IPT and NCA are self-consistent methods that capture local
correlations, the bare susceptibility results should fulfil conservation laws dis-
cussed in details in Appendix E. All the bare longitudinal optical conductivities
shown in this section obey the sum rule Eq. (E.7) to a very good accuracy (3rd

digit).

6.1.1 Phase diagram and renormalized couplings

To map out the magnetic phase diagram of the Hubbard model at half-filling,
DMFT needs to allow for spin rotational symmetry to break as explained in
Section 3.2.1.2. This is done by using a bipartite lattice effectively introducing
two quantum impurities per unit-cell with a potentially spin-specific chemical
potential. For that matter, for the DMFT solutions to converge in the symmetry-
broken state when using second-order IPT, one has to minimally consider the
second-order Hartree self-energy contribution (Fig. 3.1). To spontaneously break
the spin symmetry, the staggered magnetization h appearing in Eq. (3.18) is
turned on in the first few DMFT iterations of the equilibrium simulation, then
turned off for the rest of the simulation. The DMFT solution will thereafter sta-
bilize in the most energetically favorable magnetic state. To identify the param-
eter regions with strong AFM fluctuations expected to enhance the π-ton-type
vertex corrections, one first seeks to map the AFM phase boundary at half-
filling as a function of interaction U and temperature T. One of the observables
indicating that one is located in the AFM phase is a nonzero magnetization
denoting the difference in spin-density per site ⟨n̂σ − n̂−σ⟩. The magnetizations
of the 1D (Fig. 6.1) and 2D (Fig. 6.2) Hubbard model are illustrated for a wide
array of interactions.
The impurity solver used in the DMFT procedure is second-order IPT Sec-
tion 3.2.1.3 so the results should be reliable mostly for U ≲ W. In the 1D case,
the bandwidth W = 4thop and consequently a lot of interaction values displayed
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Figure 6.1: Magnetization for various interaction parameters for the half-filled nearest-
neighbor Hubbard model in 1D.

in Fig. 6.1 exceed W. The magnetization values are particularly dubious when
they feature discontinuous jumps or when they curve back down at low tem-
perature – the magnetization should remain stable at a fixed value after some
temperature. Looking back at Fig. 6.1, the magnetizations above U ≃ 5 start
showing spurious humps and discontinuities whereas in 2D it starts around
U ≃ 8 according to Fig. 6.2. The phase boundary is set where, in temperature,
the magnetization becomes nonzero, i.e. larger than 2.5× 10−2. Therefore, from
Figs. 6.1 and 6.2, one can already observe that the Néel temperature TN in-
creases upon increasing U up to U = 5− 6 in 1D or U = 7− 8 in 2D, where it
shows the highest TN , and then falls back down at a slower rate. The magne-
tization value it stabilizes to at lower temperature also increases in interaction
until it starts saturating around U = 10 in both 1D and 2D. Furthermore, the
magnetization amplitude at lower interaction values in 1D are much lower than
those in 2D for the same interactions. The resulting magnetic phase boundaries
are traced out in red in Fig. 6.3 for the 1D case and in Fig. 6.4 for the 2D case.

To ensure that the computed lattice susceptibilities (4.15) and (4.18) diverge
at the DMFT phase boundary, one would have to calculate a local two-particle
vertex from the impurity model and use it as a local approximation for the
vertex of the lattice model in the solution of a Bethe-Salpeter equation like
Eq. (2.46) [57, 59]. Making use of the DMFT Green’s functions in RPA-type lad-
der vertices like Fig. 4.2 does not guarantee that the corresponding susceptibil-
ity will diverge, or become large, in the vicinity of the magnetic phase boundary.
To find out the interaction regime wherein the RPA-π-ton approach produces
physically meaningful results, the (U,T) parameters’ region in which the de-
nominator of the single-ladder diagram (4.22) at k̃− k̄ = π – or k̃− k̄ = (π,π)

in 2D – and ωn=0 vanishes (black line) is plotted and compared to the DMFT
magnetic phase boundary (red line) in Fig. 6.3 for 1D and Fig. 6.4 for 2D. At
small U, the black line remains close to the AFM phase boundary both in 1D
and 2D and it essentially follows the Hartree phase boundary [138]. Although,
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Figure 6.2: Magnetization for various interaction parameters for the half-filled nearest-
neighbor Hubbard model in 2D.

at higher interaction values, the black and red lines drift away from each other.
In 1D, the single-ladder vertex divergence at U ≈ 4 reaches a maximum of
T ≈ 0.35, which is almost 50% higher than TN , and then drops to small val-
ues faster than the AFM boundary. In the case of 2D, the single-ladder vertex
features a divergence about 30% larger in temperature that the DMFT TN at
U ≈ 5, before dropping back down in temperature. The drops of the black lines
seen in Figs. 6.3 and 6.4 qualitatively follow the shape of the phase boundary
and it is not found in DMFT+NCA, even though it should provide a more accu-
rate description of the single-particle quantities on the “Mott insulating” side of
the AFM dome. In DMFT+NCA, the temperature associated with the dominant
ladder contribution increases with increasing U and it does not qualitatively fol-
low the DMFT phase boundary (not shown). Hence, the RPA-π-ton corrections
to DMFT susceptibilities will only be calculated in the weak-coupling regime
(U ≲ 3) employing DMFT+IPT Green’s functions.

Because the dominant vertex corrections from the single-ladder (4.22), double-
ladder (4.25) and AL-type (4.28) diagrams set in at temperatures which may be
quite far from the Néel temperature calculated within DMFT, renormalized
interactions Uren are introduced. These renormalized couplings depend on U
and displace the pole in the single-ladder expression to match TN at the given
U. With increasing U, the poles of the ladder-type vertex corrections move
away from the DMFT phase boundary by moving up in temperature on the
weak-coupling side. It is important to mention that the DMFT Green’s func-
tions entering the susceptibility calculations are computed with the unrenor-
malized U; only the U’s appearing in the denominator and numerator of the
vertex expressions (4.22), (4.25) and (4.28) are renormalized. In 1D, at U = 3,
one finds Uren = U/1.4, while at U = 2, one finds Uren = U/1.33. Still in 1D,The same

renormalized
interactions will be

used in the
nonequilibrium

calculations (Sec-
tion 7.1).

at U = 1, Uren is close enough to TN to not need to consider a renormalized
coupling. In 2D, to show that one finds signatures of the vertex corrections in
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Figure 6.3: AFM phase boundary (red line) obtained with the IPT solver in the space
of U and T at half-filling. The black line indicates the temperatures cor-
responding to the largest single-ladder vertex corrections. The green dots
denote the temperatures at which the susceptibilities will be computed.

the spectra of the susceptibilities that are similar to 1D, the single-ladder ver-
tex corrections are shown only at U = 2 and the renormalization factor used is
Uren = U/1.05. The fact that one needs interaction renormalization Uren in the In dimensions

D ≤ 2 at finite
temperatures, no
second-order phase
transitions can
occur. The fact that
an AFM phase
boundary can be
traced is an artefact
of higher dimensions
where DMFT
performs
particularly well.

vertex expressions of Section 4.1 indicates that the contribution from other dia-
gram topologies becomes significant and one can’t simply brush them aside by
considering only vertical ladder-type vertex corrections (Eqs. (4.22) and (4.25))
– they do not account for all the relevant physics.1 These renormalizations of
the bare interaction U probably stem from the fact that the π-ton diagrams
discussed in Ref. [66, 120] are not limited to RPA-type ladders, but involve
contributions to the vertex coming from various crossing-symmetric channels.
This procedure so far described where Uren renormalizes the vertex to match
the DMFT phase boundary is similar to the Kanamori theory for itinerant ferro-
magnetism in which a renormalized interaction is used in the mean field Stoner
condition [63].

6.1.2 Optical conductivity and q = 0 spin susceptibility

For the 1D results, like indicated by the grey vertical lines of Fig. 6.3, the fo-
cus will be put on U = 1, 2 and 3 where IPT is reliable and the post-processing
DMFT method produces meaningful results. The two-particle vertex corrections

1 In the case of the double-ladder and AL corrections, even though the largest contribution may
be shifted, the same Uren as that calculated for the single-ladder corrections is used. This allows
one to make meaningful comparison.
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Figure 6.4: AFM phase boundary (red line) obtained with the IPT solver in the space of
U and T at half-filling. The black line indicates the temperatures correspond-
ing to the largest single-ladder vertex corrections. Like in 1D, the green dots
denote the temperatures at which the susceptibilities will be computed.

to the optical conductivity and magnetic susceptibility are computed for three
temperatures approaching the phase boundary (see green dots in Fig. 6.3). The
Green’s functions entering the bubble and π-ton diagrams are DMFT Green’s
functions for the corresponding U, while the interactions appearing in the lad-
der vertex corrections are renormalized as discussed in Section 6.1.1. The real-
frequency spectra of the susceptibilities below are obtained using the Maxi-
mum Entropy method [25]. However, the positivity of the spectral weight is
not a priori guaranteed. Strong non-causal features should be detectable by
Padé analytical continuation [143] and they would already be signalled by a
non-monotonic ωn-dependence of the data [96]. Since neither are observed for
U ≤ 3, it is valid to use maximum entropy analytical continuation [25], which
enforces the positivity of the spectra.

To start with, the optical conductivity ⟨jx jx⟩ is shown in Fig 6.5 for U =

1 and T = 0.04,0.02,0.014, U = 2 and T = 0.111,0.083,0.056, and U = 3 and
T = 0.182,0.154,0.133, while the spin-spin response ⟨SzSz⟩ spectra are shown
in Fig. 6.6 for the same parameter sets. The layout of both Figs. 6.5 and 6.6 are
the same: each column shows for the indicated value of U starting from the top
panel and going down: i) the bare response (4.16), ii) the single-ladder (4.22)
vertex corrections in addition to the bare response, iii) the single-ladder and
double-ladder (4.25) vertex corrections in addition to the bare response, and iv)
the single-ladder and AL-type (4.28) vertex corrections plus the bare response.

In the top panels, at small energies ω, the bubble contributions to the suscep-
tibilities exhibit a peak which is the so-called Drude peak, as well as a weak
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Figure 6.5: 1D longitudinal optical conductivity for U = 1 (first column), U = 2 (second
column) and U = 3 (third column) obtained using DMFT+IPT and (for the
ladder corrections) appropriately renormalized interactions. First row: bare
response. Second row: bare response plus single-ladder vertex corrections.
Third row: bare response plus single-ladder and double-ladder vertex cor-
rections. Fourth row: bare response plus single-ladder and AL vertex correc-
tions. The temperatures considered for the different interactions are shown
in the legends.

hump near ω ≈ 4, which originates from the peaks located at the edges of the
1D density of states. As U gets larger, the electron scattering rate increases,
and the Drude peak widens. For U = 2 and 3, there is also spectral weight
around ω≈U, coming from Hubbard satellites in the density of states, and this
feature becomes more prominent with the increase in U. As the temperature
is lowered, the Drude peak of the optical conductivity becomes very narrow
and sharp. As pointed out in Ref. [120], in a Fermi liquid, the Drude weight
σDrude(ω) ∝ γ/[π(γ2 + ω2)] with γ ∼ T2 the scattering rate. Hence, at U = 1
and low T, there is an almost δ-function-like peak in the conductivity at ω = 0.
To prevent that the Drude peak outweighs the structures in the susceptibility
spectra at higher energies that are worth highlighting, the optical conductivity
is multiplied by the frequency Reσjj(q = 0,ω) ∗ω = Imχjj(q = 0,ω). In the case
of the spin susceptibility, ImχSzSz(q = 0,ω) is plotted in Fig. 6.6.

Then, in the second row of panel from top, the effects of the single-ladder ver-
tex corrections on the optical conductivity are illustrated in Fig. 6.5. From these
vertex corrections arises a peak at ω ≈ 0.6, which grows as TN is approached.
In terms of energy, this peak associated with the π-ton vertex corrections lies
in between the Drude peak, secluded at ω ≈ 0, and the spectral features at
larger energies related to Hubbard sub-bands and the sharp density of states at
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Figure 6.6: 1D magnetic susceptibility for U = 1 (first column), U = 2 (second col-
umn) and U = 3 (third column) obtained using DMFT+IPT and (for the
ladder corrections) appropriately renormalized interactions. First row: bare
response. Second row: bare response plus single-ladder vertex corrections.
Third row: bare response plus single-ladder and double-ladder vertex cor-
rections. Fourth row: bare response plus single-ladder and AL vertex correc-
tions. The temperatures considered for the different interactions are shown
in the legends.

the edges of the bandwidth. For that reason, the π-ton appears as an “in-gap”
peak in the optical conductivity. For U ≲ 2, the π-ton broadens the Drude peak,
while at U = 3, due to strong cancellations between the bare bubble and π-ton
vertex corrections, it suppresses the Drude peak. At higher temperatures, the π-
ton contribution shifts to higher energies until it merges with the high-energy
spectral weight of the bare bubble. To sum up, the single-ladder vertex correc-
tions lead to a broadening of the Drude peak and a red-shift of the edge of the
high-energy spectral weight. These results coming from the RPA-π-ton post-
processing procedure are qualitatively consistent with the results published in
Refs. [66, 150]. In Refs. [66, 150], similar broadenings of the Drude peak, in-gap
peaks, and shifts of the gap edge were reported for a set of different models
related to the Hubbard model.

Moving down to the third row of Fig. 6.5, from top, the double-ladder ver-
tex corrections are added to the optical conductivity illustrated on the second
row. Including the double-ladder diagrams in the vertex corrections broadens
the peak associated with the in-gap state (π-ton) and suppresses the hump at
ω ≃ 4 associated with the 1D density of states, especially for U = 1 and U = 2.
For the same interaction values, the π-ton peak is also slightly shifted towards
higher energy. While the peak is broadened for U = 1, it is not much affected
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in the case of U = 2. Overall, the addition of a second vertical ladder has little
qualitative effect on the π-ton for U ≤ 2. A complete different story applies
for U = 3 when the double-ladder vertex corrections are added, since they in-
duce significant changes in the spectra. For instance, the in-gap π-ton peak
vanishes, either absorbed in the hump at ω ≃ 4 or transformed into the Drude
peak that reappears. These striking changes when passing from U = 2 to U = 3
signal a breakdown of the RPA-ladder post-processing approach. This break-
down would be due to an increasing importance of other types of diagrams
neglected hitherto, and the need for separate Uren for the different types of
corrections considered.

Finally, the last row of Fig. 6.5 illustrates the effect of the AL vertex correc-
tions on the optical conductivity. This class of diagrams corresponds to the
double-ladder diagrams rotated by π/2. These diagrams are clearly more sig-
nificant than the double-ladder corrections. Nonetheless, a spectral feature be-
low half the bandwidth (ω < W/2 = 2) is still observed when approaching the
phase boundary for U = 1 and U = 2, as is the case for the single-ladder vertex
corrections (second row from top). The two main effects of the AL-diagrams
are an additional broadening and enhancement of the Drude peak, and a shift
of the π-ton feature to higher energies.

The results for the magnetic susceptibility, shown in Fig. 6.6, are comparable
to the longitudinal optical conductivity discussed until now. The broadening
of the “Drude peak” with increasing U is still happening in the bare bubble
contribution, and the Hubbard satellites cause high-energy spectral weight to
appear. The single-ladder π-ton vertex corrections yield an enhancement of the
Drude feature at U = 1, a broadening at U = 2 and a suppression of the Drude
peak at U = 3, while characteristic in-gap peaks appear near TN around ω = 0.8.
The π-ton peaks are less prominent in the spin-spin response than in the optical
conductivity.

The third row of Fig. 6.6, from top, illustrates the effect of the double-ladder
vertex corrections for the three values of U considered. As in the case of the
optical response, this additional set of diagrams does not significantly alter the
main signature of the π-ton for U = 1 and U = 2: the π-ton peak is slightly
pushed up in the in-gap region and its amplitude is not much affected. Al-
though, major changes come about at U = 3 where the π-ton feature again
disappears as a result of the double-ladder corrections. Its spectral weight ei-
ther merges with the hump produced by the 1D density of states or with the
Drude feature.

The last row of Fig. 6.6 displays the effect of the AL-type vertex corrections
on the magnetic susceptibility. There are once again many similarities with the
optical conductivity results, such as the peak associated with the π-ton that is
flattened and shifted to higher energies, while the Drude feature increases and
becomes wider. The π-ton peak’s location shifts more or less to the same energy
as in the optical conductivity (bottom panel of Fig. 6.5).

Up to this point, solely 1D vertex corrections of various sorts have been con-
sidered. As a proof of principle and to verify that the vertex corrections have
qualitatively similar effects on the susceptibility spectra, the single-ladder ver-
tex corrections, which qualitatively drive the spectral modifications according
to Figs. 6.5 and 6.6, represent the only class of corrections that is computed in
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Figure 6.7: Longitudinal optical conductivity (top panel) and spin-spin response (bot-
tom panel) in the 2D single-band Hubbard model at half-filling for U = 2.
Only the single-ladder vertex corrections are shown for three distinct tem-
peratures, in addition to the bare response. The temperatures are pointed
out by the green dots figuring along the vertical grey line in Fig. 6.4.
Top panel: imaginary part of the current-current correlation function for
T = 0.286,0.222,0.182. Lower panel: imaginary part of the spin-spin re-
sponse for the same temperatures as for optical conductivity.

2D. The 2D results are shown in Fig. 6.7. The observations fall in line with the
1D case: as the phase boundary is advanced towards by cooling down the tem-
perature, an in-gap spectral peak grows just below ω = 2. In 2D, the Drude
peak is amplified greatly and the higher energy spectral features becomes
wider while positioned at energies larger than in 1D. Hence, the RPA-type
post-processing method does not really depend on dimension; only a rescal-
ing in energy of the 1D spectral features happens. Henceforth, due to the facts
that the double-ladder diagrams have little qualitative effects for U ≤ 2 in 1D,
namely the slight broadening and small red-shift of the π-ton peak, and that
the single-ladder corrections have similar consequences in 2D, the π-ton vertex
corrections will be studied out of equilibrium in Section 7.1 in 1D only consid-
ering the single-ladder diagrams (see Fig. 4.5).

Let’s try now to understand in more details the origin of the π-ton that shows
up in the responses evaluated so far. In general, the π-ton peak appears in the
energy range ω ∈ [0.2,W/2], dubbed the “in-gap” region previously (cf. Figs. 6.5
and 6.6). To see why the π-ton constantly emerges within this energy window
for U = 1 and 2 (in 1D), the numerator and denominator of Eq. (4.22) are split
up for further analysis. The focus is concentrated on Eq. (4.22) since for weak
interactions, Eq. (4.25) and (4.28) both yield a relatively small correction to the
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peak location. Performing the analytical continuation to the real-frequency of
χd in the denominator of Eq. (4.22), one obtains

χσ,−σ
d (ω, k̃− k̄) = U

ˆ π

−π

dDk
(2π)D

¨ ∞

−∞
dω′dω′′

×AR,σ
k+k̃−k̄

(ω′)AR,−σ
k (ω′′)

nF(ω
′)− nF(ω

′′)

ω + iη − (ω′ −ω′′)
, (6.1)

where AR
k (ω) =− 1

π ImGR(k,ω) is the retarded spectral function, nF is the ther-
modynamic Fermi-Dirac distribution, and η → 0+. As mentioned before, the
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Figure 6.8: Real part of Eq. (6.1) as a function of energy ω. The energies at which the
real part approaches 1 correspond to the peaks observed near ω ≃ 0 and
ω ∈ [0.4,0.9] in Figs. 6.5 and 6.6.

π-ton-type vertex corrections come mainly from momenta differences k̃− k̄ =

(π, · · · ,π) ≡ kπ. Therefore, the output of Eq. (6.8) heavily depends on the
momentum differences between the particle-hole pairs that scatter off each
other. Furthermore, not all (k̃, k̄)-tuples leading to kπ give comparable con-
tributions when the numerator and the denominator are considered altogether
in Eq. (4.22). The reason is that the k-dependent spectral weight of the inter-
acting lattice Green’s function varies substantially with momentum. In 1D, the
retarded spectral functions AR

k exhibit a sharp peak near ω = 0 for momentum
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values around k = ±π
2 (around the Fermi surface), while the spectra broaden

as k approaches 0 or π, these momenta corresponding to peaks positioned near
ω = ±2. This would mean that the numerator of Eqs. (4.22) and (4.25) yields
the largest values for tuples (k̃ ≃ ±π

2 , k̄ ≃ ∓π
2 ), whose difference gives kπ. On

the other hand, as illustrated in Fig. 6.8 for all interaction values, the real part
of Eq. (6.1) approaches 1 in the energy range ω ∈ [0.4,0.9], since one pole lies
within that energy bracket. This energy range matches well the peak position of
AR

k near k = ±π
2 , so that the corresponding poles get picked up and amplified

by the numerator and show up as peaks in the responses. Moreover, as shown
in Fig. 6.8, for the interaction value U = 1 (Uren = 1), a second pole sits quite
close to ω = 0 causing a rise in the responses near ω = 0 (cf. Figs. 6.5 and 6.6).
This would be the origin of the observed broadening of the Drude peak.

Complementarily, one can study the characteristic energy scales of the π-ton
contributions to the 1D responses by calculating directly the spectrum of the
vertex function “□” appearing in Eq. (4.30). In Fig. 6.9, the reducible single-
ladder vertex “□” is plotted for the three momentum differences |k̃ − k̄| ∈
{0, π

2 ,π} (red-shaded lines). These spectra are not computed using any kind
of Maximum Entropy algorithm [25], but rather Fourier transforming the real-
time function □(t, t′) obtained from equilibrium calculations carried out on the
KB contour. In Fig. 6.9, both the imaginary parts of the charge and spin suscep-
tibilities for the indicated momenta are plotted to illustrate the effect of multi-
plying the four Green’s functions in Eq. (4.31) and adding bare velocity factors
(see below Eq. (4.17)) at the vertices when computing the optical conductiv-
ity. The responses Imχsl,ji ji (green shades) and Imχsl,szsz (blue shades) representA detailed

description of the
important

algorithmic steps
featuring in

nonequilibrium
Green’s function

calculations on the
KB contour is given

in Ref. [114]. The
same structure is

used here in the code.

the π-ton contribution (4.31) associated with the (k̃, k̄)-tuples whose difference
corresponds to ∆k = |k̃− k̄| ∈ {0, π

2 ,π}, namely

1
Nk

∑
|k̃−k̄|=∆k

χsl(k̃, k̄,q = 0;ω).

The spin-spin single-ladder vertex corrections χ
q
sl,szsz

are equal to Eq. (4.31) with
a global factor of −1 and without the velocity factors.

First of all, by comparing both Figs. 6.8 and 6.9, one can identify that the poles
in the single-ladder vertex shown in Fig. 6.9 are reflected in the vertex function
spectra □(∆k = π) within the same energy range. To recall, in Fig. 6.8, only the
poles of Eq. (6.1) at wave vector difference ∆k = π are plotted. Although, as
Fig. 6.9 shows, the momentum-dependence of □ is more complicated and an-
other prominent peak appears around ω ≃ 2 originating from ∆k = π

2 . This fea-
ture is suppressed once the four Green’s functions are multiplied to the ladder,
as defined in Eq. (4.29), and this is independent of the presence/absence of the
bare velocity factors. On the contrary, the tiny contributions of □(∆k = 0) to the
single-ladder corrections get enhanced by the multiplication with these Green’s
function, especially for Imχsl,jj. However, as the name suggests, the dominant
contributions to the π-ton come from |k̃− k̄| = kπ. In the single-band nearest-
neighbor Hubbard model, the Fermi momenta are kF = ±π

2 . These coincide
with the largest values of the velocities and are separated by a momentum shift
π, partly explaining why Imχsl,ji ji is larger than Imχsl,szsz . In the nonequilib-
rium RPA-type post-processing calculations presented in Section 7.1, the time



6.1 post-processing dmft 115

0 1 2 3 4 5 6 7 8

ω

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

4.0
U = 2.00, T = 0.0852

3.8 4.0 4.2 4.4 4.6 4.8
0.00

0.01

0.02

0.03

0.04

0.05

�(ω,∆k = 0.00)

Imχsl,jj(ω,∆k = 0.00)

Imχsl,szsz(ω,∆k = 0.00)

�(ω,∆k = 1.57)

Imχsl,jj(ω,∆k = 1.57)

Imχsl,szsz(ω,∆k = 1.57)

�(ω,∆k = 3.14)

Imχsl,jj(ω,∆k = 3.14)

Imχsl,szsz(ω,∆k = 3.14)

Figure 6.9: Analysis of different contributions to the π-ton spectrum in 1D. The dif-
ferent shades of red show the momentum dependence of the single-ladder
vertex spectrum. Light, intermediate and dark colored lines show the con-
tributions from momentum tuples with ∆k = |k̃− k̄| = 0, π

2 , and π, respec-
tively. The shades of green show the momentum dependence of Imχsl,ji ji ,
whereas the different shades of blue show that of Imχsl,szsz (vertex correc-
tions only).

traces of the conductivity will be investigated at ω = 0.35, 1.0 and 3.9 (see black
dashed lines in Fig. 6.10) based off the important spectral features character-
izing Imχsl,ji ji(ω,∆k = π) (dark green spectrum in Fig. 6.9), making sure to
include the hump that appears near ω ≃ 1.

To make sure that the features in the responses calculated using Maximum
Entropy (Fig. 6.5) are reproduced using the real-time evolution technique [114],
the equilibrium optical conductivity ω ∗ Reσjj(q = 0,ω) = Imχji jiq=0(ω) is plot-
ted in Fig. 6.10 at U = 2 for different temperatures. Blue-shaded lines show the
bubble contribution and red-shaded lines the π-ton contribution. Since the opti-
cal conductivity is multiplied by ω, the Drude peak is cut off so as to emphasize
on the spectral weight distribution at higher energies, just like done in previ-
ous figures. With increasing temperature, the Drude peak shrinks but broadens,
which leads to a significant increase in the bubble contribution at low frequen-
cies, as seen in Fig. 6.10. The broad peak in the bubble contribution near ω = 3.9
can be associated with excitations between the peaks in the density of states (see
Fig. 7.4). The spectrum obtained from the π-ton contribution shows a nontrivial
temperature dependence at low frequencies, but the main characteristic feature
is a peak near ω = 0.4, which grows as one approaches the AFM phase bound-
ary at low temperatures. At high temperatures, this peak switches from positive
to negative, which implies that the π-ton narrows (broadens) the Drude feature
at high (low) T. The black dotted curve in Fig. 6.10 shows the π-ton spectrum
calculated using bare IPT Green’s functions at U = 2 and T = 0.08.2 This exam-

2 The spectrum has been divided by half for presentation.
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Figure 6.10: Longitudinal optical conductivities separated into the bubble (blue shades)
and the π-ton (red shades) contributions in equilibrium for different tem-
peratures and U = 2. (The U = 1 results show the same qualitative trend,
although the temperature scales are lower.) The vertical dotted lines indi-
cate the energies for which we compute the time evolution of the spectral
weight. The black dotted line portrays the π-ton at U = 2 and T = 0.08
using bare IPT instead of bold IPT.

ple shows that both bare and bold IPT capture the key aspects associated with
the RPA-type π-ton vertex corrections.

To resolve the low-frequency behavior of the susceptibilities in Fig. 6.10, a
very large time window is needed since that resolution is inversely propor-
tional to the time window. The bubble spectra were obtained by extrapolating
the equilibrium data to long times with an exponential fit. As for the π-ton
contribution, non-monotonic oscillations persist to much longer times and its
decay can’t be extrapolated confidently, so the Fourier transformation relied
on a time window ∆t = 17, implying that there is more smearing at the low
frequencies in this case.

In summary, near the AFM boundary, the equilibrium optical conductivity
(including vertex corrections) is composed of (i) a low-energy Drude peak,
which depending on the temperature range can be enhanced or narrowed
by the π-ton-type vertex corrections, and (ii) a broad high-energy hump near
ω = 3.9, originating mainly from the bubble diagram and related to peaks in
the single-particle density of states. These general features and trends are con-
sistent with the π-ton related modifications of the conductivity reported in
Refs. [66, 150]. To capture nonlocal electronic correlations without selecting a
priori the relevant classes of diagrams that renormalize the vertices, one would
need to resort to Diagrammatic Quantum Monte Carlo methods [101, 142], ex-
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tensions to DMFT [82, 103, 107, 133], or the Parquet summation of diagrams [73,
74], which are unbiased numerical techniques that allow in principle to check
the relevance of different classes of diagrams.

6.1.3 Comparison to DMRG

DMFT does not capture properly the low-dimensional 1D physics of the Hub-
bard model, so for that reason the DMFT+IPT results of the previous section
are compared to Density Matrix Renormalization Group (DMRG) [112, 120, 149]
at T = 0 for the 1D Hubbard model. As opposed to DMFT, DMRG captures
physics specific to 1D such as spin-charge separation [65] and it treats more
accurately nonlocal correlations. Even though it is not expected that DMFT sus-
ceptibilities, which are representative of finite-temperature higher dimensional
systems [91, 94], agree well with the zero-temperature DMRG results, the π-
ton related features identified in the previous subsection are sought after in the
DMRG spectra.
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Figure 6.11: Longitudinal optical conductivity for U = 1,2,3 and T = 0 obtained using
DMRG.

In Figs. 6.11 and 6.12, respectively, the DMRG results [120] for both the cur-
rent and magnetic responses are shown using the same values of the interaction
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U as in Section 6.1.2. The spectral weight located in the energy range 2 ≲ ω ≲ 7
is related to structures in the 1D density of states, essentially captured at the
level of the bare bubble in the diagrammatic calculation (cf. top row of Figs. 6.5
and 6.6). Like observed in Section 6.1.2, the spin susceptibility in DMRG has
lower spectral weight amplitude compared to the optical conductivity, consis-
tent with the bare bubble calculations (Figs. 6.5 and 6.6). This difference in
spectral amplitudes can be attributed to the factors 1

2 in the spin vertices com-
ing from the Pauli matrices, as well as the fact that the velocities at the vertices
entering the optical conductivity – corresponding to the derivative of the bare
electronic dispersion with respect to momentum – are proportional to a sinu-
soidal function weighted by (2t)2, with maxima at k = ±π

2 coinciding with the
momenta for which the spectral weight of the interacting Green’s function is
large, i.e. where the self-energy only results in weak broadening.
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Figure 6.12: Magnetic susceptibility for U = 1,2,3 and T = 0 obtained using DMRG.

The low-energy peak in ImχSzSz looks similar to the broadened “Drude” fea-
ture found in the DMFT+IPT spectra with single-ladder and double-ladder cor-
rections. However, the amplitude of the magnetic response is much weaker than
that obtained in DMFT and the trend as a function of interaction is opposite: in
DMFT the optical conductivity and magnetic susceptibility follow qualitatively
similar trends, but in DMRG the spin-spin correlation function decreases with
increasing U. The latter can be explained by the fact that, in 1D, the exchange
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coupling J (same J as in Eq. (3.7)) is proportional to J ∝ t
√

1− const(U/t) in the
weak U regime, which connects to J = 4t2/U in the strong U regime. Hence, the
spin exchange coupling J decreases with increasing U. Moreover, the low en-
ergy effective theory describes an independent sum of charge and spin degrees
of freedom, which is known as the spin-charge separation. As a consequence,
for any U > 0 at T = 0, the charge sector is in the Mott-gapped phase, and the
spin sector is described by the Heisenberg model.

A prominent peak appears at low frequencies (ω ≈ 0.2− 1.2) in the optical
conductivity. This peak moves up in frequency and increases in amplitude with
increasing U, a behavior qualitatively similar to the π-ton peak identified in the
diagrammatic analysis at approximately the same energies (Fig. 6.5). While one
might thus expect a significant π-ton contribution, this peak in the DMRG so-
lution is mainly originating from charge excitations across the Mott gap [48].
As mentioned, one peculiarity of the half-filled 1D case is that it is Mott insu-
lating at zero temperature for any U > 0. The absence of a gap in the U = 1
and 2 spectra is due to broadening. Hence, even if a π-ton feature exists in the
energy range suggested by the ladder calculations, it is dominated by the Mott
gap feature in 1D. At U = 3, the DMFT results for both the magnetic and opti-
cal responses show that the single-ladder vertex corrections almost completely
suppress the Drude peak at ω = 0 (it remains present when considering the
double-ladder vertex corrections). This suppression is not observed in DMRG
in the case of the magnetic response. The qualitative difference between the
spin and charge responses in DMRG may be attributed to specificities of the
zero-temperature 1D physics of the Hubbard model.

Contrary to the DMFT results, the magnetic and charge degrees of freedom
are completely independent (spin-charge separation) in 1D according to the
DMRG results. The low-energy structure of the magnetic excitation spectra in
the Hubbard model is always the same as that in the Heisenberg model in 1D,
and the excitations created are gapless spinons. In higher dimensions, in con- The spinons are

fractionalized
quasiparticles
carrying no charge,
only the spin.

trast, the magnetic and charge degrees of freedom cannot be easily separated,
even more so in strongly interacting systems, and the magnetic excitation struc-
ture differs substantially from that of the Heisenberg model. At T = 0, gapless
magnons should exist because of the AFM order, while other collective spin
excitations may exist above TN . In 1D, as the temperature is increased, the spin
and charge sectors become less asymmetric [65] (less decoupled) and the spec-
trum of the spin correlation function is expected to resemble more the charge
and/or optical conductivity. It would thus be interesting to eventually perform
a comparison of the optical conductivity between the diagrammatic results of
the previous section and T > 0 DMRG results in 1D, especially since the DMRG
optical conductivity features a Drude peak at elevated temperatures [65, 116].

6.2 tpsc and variants

As shown in Section 5.2.10, four major variants to the original formulation
of TPSC [152] have been considered and detailed in this thesis. All the four
methods were implemented in the C/C++ programming languages and import
functionalities from the NESSi library [114]. For the calculations to succeed
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within one week runtime and with as little memory usage as possible, MPI
parallelization is unavoidable and sophisticated memory management across
processors is crucial. The codes are available upon request under this link.

First, depending on the model Hamiltonian chosen, TPSC makes use of a
second-level approximation to the nonlocal self-energy that is lifted off a first-
level approximation based off a Luttinger-Ward functional (5.25). That second-
level approximation was derived in Section 5.2.3 and leads to Eq. (5.63) for
the Hubbard model. To the exception of the original formulation of TPSC
(OG TPSC), an extra sum-rule (5.71) that relates the first-level (right-hand side
of Eq. (5.71), determined via Eq. (5.54)) and second-level (left-hand side of
Eq. (5.71)) double occupancies comes in to stabilize the nonequilibrium solu-
tions after the parameter quenches/ramps – this will be discussed in further
details in Section 7.2.1.

Second, TPSC+GG is closely related to TPSC, although it is the fully self-
consistent version of it owing to the fact that the single-particle Green’s function
G(1) dressed with Σ(1) (5.70) is now inserted back into the noninteracting sus-
ceptibility (5.65) to repeat the algorithm laid out in Section 5.2.4, until desired
convergence is reached. TPSC+GG is much more heavy than TPSC, although it
offers more stable results at longer times on the real-time axis C ∈ C1 ⊕ C2.Computationally

speaking, note that
the cheapest method

among TPSC and its
variants is TPSC,

especially at higher
U, lower T and in
higher dimensions.

The scaling is
however nonlinear.

Third, DMFT+TPSC (see Section 5.2.9) is an extension to DMFT introduced in
Section 3.2 in which the nonlocal degrees of freedom are emulated by the TPSC
nonlocal self-energy. This method replaces the local TPSC fluctuations by the
DMFT one and it allows the spin and charge degrees of freedom in the lattice
environment to have feedback in the local impurity correlations. Using the 3rd-
order IPT impurity solver detailed in Section 3.2.1.3, one can also dope the
impurity in electrons and holes, just like it is possible for TPSC and TPSC+GG.

Fourth and last, DMFT+TPSCα branches off DMFT+TPSC and includes an ex-
tra sum-rule (5.105) that ensures “D consistency”, as described in Section 5.2.10.
Hence, this method possesses all the attributes of DMFT+TPSC, with the extra
feature that Dimp (5.99) and DTPSC,(1) (5.104) are equal; this in turn implies that
the thermalized temperatures of the impurity and lattice subspaces are equal.
This method however is unstable when changing model parameters across time,
thus it will only be discussed in equilibrium.

The results of the aforementioned methods will be presented in the roughly
same order they have just been skimmed over. Note that all the results in this
section make use of the KB contour (Fig. 2.1), hence the Matsubara solution is
bootstrapped [114] onto the real-time horizontal axes and no analytical contin-
uation [25, 143] is needed: a forward Fourier transform like that of Eq. (2.67)
suffices to extract out the spectral function on the energy domain.

6.2.1 TPSC and TPSC+GG

To start with, on several occasions, benchmarks against equilibrium results
available in the literature are provided. Moreover, some complementary equi-
librium results in 3D will be shown, both for TPSC and TPSC+GG, for different
band dispersion relations and dopings. In this section, on several occasions, the
physical units are renormalized by the bandwidth W to enable direct compar-

https://github.com/oliviersimard/NonEqVertexCorr
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isons between 2D and 3D results. Half-filling is the most challenging filling
within the single-band nearest-neighbor Hubbard model [89, 152].

6.2.1.1 2D

In 2D, the dispersion relation ϵ(k) (5.66) contains both nearest- and next-nearest-
neighbor hopping terms, denoted respectively thop and t′hop:

ϵ(k) = −2thop
(
coskx + cosky

)
− 2t′hop

(
cos (kx + ky) + cos (kx − ky)

)
(6.2)

In some cases, only the nearest-neighbor hopping will be considered, whereas To recall, the time is
represented in units
of the inverse of the
lattice
nearest-neighbor
hopping energy thop.

in other situations, both thop and t′hop are nonzero.
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Figure 6.13: Bandwidth-normalized spin and charge irreducible vertices as a function
of normalized bare interaction for the nearest-neighbor square (2D) and
cubic (3D) lattices for TPSC (bold lines) and TPSC+GG (dotted lines). The
dimensionless temperature is T/W = 0.05 and the spin-density per site is
n = 0.5.

At equilibrium, the charge and spin irreducible vertices are constant in time,
since the bare Coulomb interaction or lattice hopping parameter are unchanged
– in fact all different observables and parameters remain constant throughout
the time propagation along the real-time axis. In Fig. 6.13, the charge Γch and
spin Γsp irreducible vertices are illustrated for various values of dimensionless
bare Coulomb interaction U/W at half-filling (n = 0.5) and dimensionless temper-
ature T/W = 0.05 for both the nearest-neighbor square lattice Hubbard model
and the nearest-neighbor cubic lattice Hubbard model.

The half-filled case turns out to be the most challenging doping value for
TPSC and its variants, since the spin correlations build up at the highest tem-
peratures throughout the doping range. At low interaction values U/W ≲ 0.1,
the irreducible vertices roughly overlap with the normalized bare interaction
U/W and the trend is therefore linear in U/W for both Γsp/ch/W. Then, in the
vicinity of U/W ≃ 0.2, the spin and charge vertices start drifting away from
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each other at an increasing rate: in 3D, the rate of deviation is larger than in
2D and this is valid for both TPSC and TPSC+GG. The spin irreducible ver-
tex obtained in TPSC+GG is constantly larger than that obtained within TPSC,
whereas it is the reverse situation when looking at the charge irreducible vertex:
Γch/W from TPSC+GG is constantly smaller than that calculated using TPSC.
The Figure 6.13 also shows that the spin irreducible vertex saturates at higher
values of U/W, due to the Kanamori-Brueckner screening [63]. This screening
implies that the crossover temperature into the renormalized classical regime
Tx saturates with increasing U [152], as can be seen from Fig. 6.14, which shows
the static spin susceptibility of the two-dimensional model for increasing U/W
at k = (π,π) – the upturns become closer in temperature when U/W becomes
larger. The crossover temperature Tx marks the region below which the anti-
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Figure 6.14: Static spin susceptibility of the 2D model at momentum k = (π,π) as a
function of temperature for interactions U = 1,2,3 and 4. The filling per
spin is n = 0.5. The data points for TPSC+GG at U = 4 are not shown since
the solution becomes unstable at high temperature (T≈ 0.3). The red curve
can be compared with Fig. 3 of Ref. [144]. The interactions appearing in
the legend are normalized by the bandwidth W to facilitate the comparison
across dimensions; they are thus made dimensionless. The y-axis is upper-
bounded to avoid squashing the data.

ferromagnetic correlation length ξsp becomes larger than the de Broglie wave
length, and it corresponds to the temperature where the static spin suscepti-
bility starts shooting up, as illustrated in Fig. 6.14 for various values of the
interaction. Sticking to Fig. 6.14, as the normalized bare interaction decreases,
TPSC+GG diverts away from the TPSC results at lower temperatures. Also, the
TPSC+GG results do not show a steep shooting-up of the static spin suscepti-
bility at lower temperature, like for TPSC, which is related to the observation
that the precursor AFM bands do not show up in the single-particle spectra at
the same Tx as the one extracted from TPSC. The vertical black lines indicate
the temperature where the vertices deviate from their linear temperature trend
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in Fig. 6.17. This temperature would mark the whereabouts of Tx (normalized
by W).
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DΓA

DMFT+TPSC

TPSC+GG

Figure 6.15: ξsp as a function of 1/T for U = 2 in the 2D half-filled nearest-neighbor
Hubbard model. The y-axis uses a logarithmic scale. The methods com-
pared are “OG TPSC” (green circles, called TPSC in Refs. [89, 110]),
TPSC+GG (orange diamonds), DMFT+TPSC (cyan crosses), DΓA (blue cir-
cles), DiagMC (black triangles), TRILEX (red circles) and PA (green trian-
gles). The data calculated using TRILEX, DiagMC, OG TPSC, DΓA and PA
were taken from Ref. [110]. The 3rd-order IPT impurity solver is used for
DMFT+TPSC (see Section 3.2.1.3).

A different way to “quantify” the growth of the spin correlations is to di-
rectly compute the antiferromagnetic correlation length ξsp as a function of in-
verse temperature. In Fig. 6.15, ξsp is plotted for the half-filled 2D square lattice
Hubbard model at constant interaction U = 2. Several methods are compared
against each other, namely OG TPSC, TPSC+GG, DMFT+TPSC, DΓA [133], the
Diagrammatic Monte Carlo method (DiagMC) [72, 100], TRILEX [11, 12] and
the Parquet Approximation (PA) [33, 34]. The correlation length ξsp is extracted
from the Ornstein-Zernicke fit of the momentum-dependent static spin suscep-
tibility χ

sp
q−Q(iqn = 0) in the vicinity of the AFM scattering wave vector Q:

χ
sp
q−Q(iqn = 0) ≈ A

(q−Q)2 + ξ−2
sp

,

where Q = kπ (kπ = (π,π) in 2D) at half-filling and A is some weight of the
order of 1. It is clear from Fig. 6.15, that the original formulation of TPSC (OG
TPSC) overestimates the growth of spin correlations as the temperature is de-
creased – Tx would lie at a much higher temperature than that calculated using
the remaining more accurate methods. On the other hand, all remaining meth-
ods cluster around each other for most of the temperature range considered,
i.e. up to β ≃ 12. In particular, both TPSC+GG and DMFT+TPSC follow very
closely the ξsp results obtained from TRILEX, PA and DΓA. Thus, TPSC+GG
and DMFT+TPSC both correct the overestimation of the spin correlations of
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OG TPSC and this will be reflected later on in the antinodal self-energy at
the Fermi surface, where TPSC+GG and DMFT+TPSC agree quite well with
DiagMC, especially in the case of TPSC+GG.
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Figure 6.16: Γch (top panel) and Γsp (bottom panel) as a function of T/W for U =
{1,2,3} in the 2D half-filled nearest-neighbor Hubbard model. The values
of the vertices are normalized by U for compactness reasons and were
obtained using TPSC+GG.

In Fig. 6.13, the irreducible vertices are sketched out for fixed T/W = 0.05
as a function of the interaction U/W using TPSC and TPSC+GG. Now, tak-
ing a different perspective, the temperature dependency look-up of the vertices
for U = {1,2,3} is shown in Figs. 6.16 for TPSC+GG and 6.17 for TPSC. Both
Figs. 6.16 and 6.17 use the same y-axis range to ease comparisons. The vertices
are normalized by U. In the top (bottom) panel is displayed Γch (Γsp) versus
temperature. In TPSC, Γch grows substantially when Tx is approached, espe-
cially when U is larger. Moreover, the pace of the growth is enhanced when
entering the renormalized classical regime. To a lesser extent, Γsp also increases
as Tx is neared, before saturating and flexing down when setting foot in the
renormalized classical regime, as opposed to Γch. Hence, not only would Γsp

and Γch deflect from each other when U increases – Figs. 6.14 and 6.16 back
this up, especially in the case of TPSC –, but they deflect as well when decreas-
ing the temperature, particularly in the renormalized classical regime. Hence,
overall, when the vertices are calculated within TPSC, the same qualitative ob-
servations are drawn, despite the fact that the growth and deflections of the
vertices would be even greater, in particular close to Tx. This falls in line with
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the weaker overshooting of the static spin susceptibility observed in Fig. 6.14

for TPSC+GG when compared to TPSC.
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Figure 6.17: Γch (top panel) and Γsp (bottom panel) as a function of T/W for U =
{1,2,3} in the 2D half-filled nearest-neighbor Hubbard model. The values
of the vertices are normalized by U and were obtained using TPSC. The
black vertical lines correspond to those drawn in Fig. 6.14.

The growth of the spin correlations as the temperature is dropped has a clear
signature in the TPSC double occupancy. In Fig. 6.18, the double occupancies D
calculated from the TPSC local ansatz (5.54) are illustrated as a function temper-
ature for the same set of interactions as in Fig. 6.14, for both TPSC (green color
shades) and TPSC+GG (brown color shades). In TPSC, the double occupancy
depletes rapidly as one approaches the renormalized classical regime due to the
enhanced spin correlations that renormalize the quasiparticle weight, until the
Fermi-liquid picture breaks down. This sharp drop in D is associated with the
increase in the TPSC charge irreducible vertex observed in Fig. 6.16 at low tem-
peratures. TPSC+GG however does not show such decrease of D as a function
of temperature, but rather a slight increase (like for DMFT+TPSC shown further
down). This in turn explains why no sharp overshooting of the TPSC+GG irre-
ducible vertices is seen in Fig. 6.14. As will be seen later on (Fig. 6.36), getting
rid of the TPSC ansatz binding the double occupancy and spin irreducible ver-
tex by using the double occupancy provided by DMFT will allow one to dive in
deeper in temperature, before coming across some similar weaker downturning
in D. Similar results to Fig. 6.18 have been reported in Ref. [89] (see Fig. 2).

In the renormalized classical regime, the growth of the spin fluctuations leads
to a precursor of an AFM gap, as can be seen in the top panel of Fig. 6.19
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Figure 6.18: TPSC (bold lines) and TPSC+GG (dotted lines) double occupancy ex-
tracted from the local ansatz (5.54) as a function of bandwidth-normalized
temperature for various U. The 2D half-filled nearest-neighbor Hubbard
model was used.

from the splitting of the spectral weight about ω = 0. The spin fluctuations
destroy the Fermi-liquid quasiparticles above the zero-temperature phase tran-
sition in 2D (TPSC fulfils the Mermin-Wagner theorem) [152]. To observe the
AFM pseudo-gap in the spectral function near the Fermi level, one needs to
dress the nonlocal Green’s function with the TPSC self-energy (5.70). In the
bottom panel of Fig. 6.19, the Matsubara component of the dressed Green’s
function for the filling of n = 0.4375 is shown at the Fermi surface (kF = (0,π)).
The results of the lower panel of Fig. 6.19 can be compared with Ref. [145] (left
panel of Fig. 1), whereas the top panel can be compared with Ref. [152] (Fig. 9).

A great asset to TPSC lies in the fact that it captures nonlocal correlations,
essential when approaching phase transitions and crossovers. The reciprocal-
space dependence of the self-energy over the original Brillouin zone allows one
to nail down ordering mechanisms that can build up at different momenta k.
To better grasp the reciprocal structure of the spin and charge susceptibilities,
the lesser spectra of the charge (top panels) and spin (bottom panels) suscepti-
bilities for U = 1 (left panels) and U = 3 (right panels) is plotted in Fig. 6.20

at equilibrium for TPSC. To clarify on how the spectra χch/sp are calculated, a
given time window ∆t was used in the forward Fourier transform (2.67) and the
results depend on the frequency resolution used (∆ω ≡ 2π/∆t) – this should
however change only very slightly the results, if recognizable. The same infor-
mation is displayed in Fig. 6.21 for TPSC+GG. In the top right corner of theThe code used to

calculate the
irreducible Brillouin
zone was written in

the Julia
programming

language and it is
inspired from

Ref. [61].

top panels of Fig. 6.20 are drawn triangles that represent the wedge of the irre-
ducible Brillouin zone of the square lattice. Walking across the triangle in the
direction of the arrows corresponds to the momentum figuring on the y-axis
of the panels from top to bottom, with k = (0,0) the starting point (in green).
At U = 3, the difference between the charge and spin spectra is more obvious
than at U = 1: the charge susceptibility features an excitation gap away from
k = (0,0), while the spin response is marked by predominant weight around
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Figure 6.19: Top panel: TPSC electronic spectral density of the 2D model for spin-
density n = 0.5 and the Fermi surface momentum kF = (0,π). The bare
interaction is U = 4 and the inverse temperature β = 5.88 (T = 0.17). Bot-
tom panel: TPSC Matsubara Green’s function for n = 0.4375 for the 2D
model and the Fermi surface momentum kF = (0,π). The bare interaction
is U = 4 and the inverse temperature β = 4. These results can be com-
pared with Fig. 9 in Ref. [152] (top panel) and the left panel of Fig. 1 in
Ref. [145] (bottom panel). Since the calculations are implemented on the
Kadanoff-Baym contour, spectral functions can be calculated directly by
Fourier transformation, i.e. without analytical continuation.

ω ≃ 0 in the vicinity of k = (π,π). At U = 1, the charge and spin susceptibil-
ities look more alike and this is explained by the fact that by decreasing the
Hubbard interaction, both the spin and charge response functions approach
the Lindhard function (5.65) for the square lattice [31]. In Fig. 6.21, the spin
and charge lesser spectra are shown keeping the same layout as Fig. 6.20. The
spectra calculated from TPSC+GG is remarkably smeared out when compared
to these obtained from TPSC, especially in the case where U = 3. Moreover, the
intensity of the spectra is diminished in TPSC+GG due to its smearing. For the
rest, the same observations can be made with TPSC and TPSC+GG. In both
the TPSC and TPSC+GG calculations, the spectra of the lesser spin and charge
susceptibilities roughly span over the bandwidth W = 8thop, with the largest
extent at k = (π,π). However, in general, the spin-spin excitation spectra cov-
ers a larger energy window with sizeable amplitude compared to the charge
susceptibility.

Not only the charge χch and spin χsp susceptibilities (5.64) are defined over
the full original Brillouin zone, but so are the second-level self-energy and inter-
acting single-particle Green’s function by extension due the facts that Σ(1) (5.70)
depends on χch/sp and G(1) depends on Σ(1). In Fig. 6.22 are shown, using
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Figure 6.20: The imaginary parts of the lesser component of the charge (top panels) and
spin (bottom panels) susceptibilities, obtained using TPSC in 2D. The left
(right) panels show the equilibrium spectra for U = 1 (U = 3). The inverse
temperature is β = 3. The time window used for the Fourier transform is
∆t = 5.

TPSC, the second-level self-energy ΣTPSC,(1) (top panels) and the Green’s func-
tion G(1)[Σ(1)] (5.66) (bottom panels) along the wedge of the irreducible Bril-
louin zone for U = 1 (left panels) and U = 3 (right panels). Again, the square
lattice Hubbard model at half-filling is used. For the two interactions U, the
self-energy shows a predominant clustering of the spectra in the vicinity of the
AFM wave vector kπ = (π,π), although this is more visible for U = 3. At kπ,
the self-energy features significant weighing for an energy window of about
the bandwidth W, which is the largest among all the k-points. Notice that
the overall amplitude of Σ(1) grows substantially at U = 3 when compared to
U = 1. Now moving on to the k description of the single-particle Green’s func-
tion G(1), one can immediately notice a spectral gap between k = (0,π) and
k = (π/2,π/2) because these momenta lie at the Fermi surface. The amplitude
of the spectral weight is clearly reduced and spread out in energy when the
local interaction U is increased. Additionally, the effect of the intensified in-
teraction makes the spectra stretch out further along k into the excitation gap.

Notice that the
colorscale changes
on every colormap

panel.

The Figure 6.22 can also be produced using TPSC+GG; this is what is done
in Fig. 6.23. Both TPSC and TPSC+GG display essentially the same features
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Figure 6.21: Idem to Fig. 6.20 for TPSC+GG.

through Σ(1) and G(1). Especially, at low interactions (U = 1), TPSC and TPSC+GG
give very similar self-energies and single-particle Green’s functions on all as-
pects. Although, for larger U ≃W/2, the TPSC+GG self-energy is much more
spread out over the energy and momentum axes and the features start melting
away. Nevertheless, the spectral weight remains clustered around kπ. On the
other hand, the Green’s functions at U = 3 for both TPSC and TPSC+GG are
quantitatively very similar.

Let’s now shift the focus to the effects of electron/hole doping and the
turning-on of t′hop on the spin and charge correlations. Incidentally, chang-
ing the electron densities and band structures affects the chemical potential µ.
In Fig. 6.24, the equilibrium spectra difference for various quantities between
the densities n = 1 and n = 1.15 is shown for the nearest-neighbor Hubbard
model. The chemical potential µ is normalized with the Hartree self-energy,
such that half-filling (n = 1) corresponds to µ = 0 and n = 1.15 corresponds
to µ ≃ 0.377. The temperature is T = 0.33 (β = 3) and U = 3. Denoting the
spectrum of the quantity in question Q(n), the spectral difference on the y-
axes reads ∆Q ≜ Q(n = 1.0) − Q(n = 1.15). Hence, all the panels composing
Fig. 6.24 illustrate the evolution of the spectra upon decreasing the electronic
chemical potential µ (doping in holes). Like explained previously, the k points
are placed on the triangle enclosing the irreducible Brillouin zone following the
arrows. The colormap is normalized such that the white color corresponds to
zero difference, with blue representing spectral removal and red spectral addi-
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Figure 6.22: The imaginary parts of the lesser component of the second-level self-energy
(top panels) and Green’s function (bottom panels), obtained using TPSC.
The left (right) panels show the equilibrium spectra for U = 1 (U = 3).
The inverse temperature is β = 3. The time window used for the Fourier
transform is ∆t = 5.

tion. The top left panel displays the difference ∆χch and it shows that passing
from χch(n = 1.15) to χch(n = 1) makes the spectra move to higher energies. At
the density n = 1.15, the double occupancy is increased since more electrons
lie under the Fermi surface and therefore, because of the on-site interaction
U, the charge excitations are pushed up to higher energies in absolute values.
Moving on to the bottom left panel illustrating the passage from χsp(n = 1.15)
to χsp(n = 1), one can see that the spin-spin correlations are enhanced in the
vicinity of k = (π,π). This makes sense, since the Néel temperature is larger
at half-filling for any fixed interaction within the single-band Hubbard model
and therefore the AFM correlations build up at larger temperatures. Next, turn-
ing to the self-energy exposed on the top right panel, reducing the electronic
density increases the single-particle scattering at low energy (absolute value)
around kπ: this falls in line with the enhancement of the spin susceptibility
around the AFM wave vector. Finally, in the bottom right panel, the Green’s
function shows a shift of the Fermi surface because µ decreases from n = 1.15
to n = 1. As a result, less electronic momenta lie underneath the Fermi surface.
The same observations would apply had the TPSC+GG results been shown
instead.
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Figure 6.23: Idem to Fig. 6.22 making use of TPSC+GG.

To follow up on Fig. 6.24, the equivalent is shown in Fig. 6.25 using TPSC by
fixing the density to n = 1.15, but varying the next-nearest-neighbor hopping
t′hop defined in Eq. (6.2) from t′hop = −0.275thop to t′hop = 0. When the nearest-
neighbor hopping is normalized to 1 (thop = 1), the band structure crossing
the Fermi level matches the tight-binding calculations of the electron-doped
superconducting cuprates Nd2−xCexCuO4 (NCCO) [76]. In the case presented
in Fig. 6.25, even though the density is fixed, the chemical potential changes
since the topology of the band structure does – the chemical potential becomes
µ ≃ −0.077 in the case where n = 1.15 and t′hop = −0.275thop, so it increases
when passing from t′hop = −0.275thop to t′hop = 0. Looking first at the charge
susceptibility in the top left panel, one can observe qualitatively the same be-
havior as that of the top left panel of Fig. 6.24. For the NCCO band structure,
the van Hove singularity lies under the Fermi surface making the density of
states sharper at around ω ≃−1.01. This would explain why charge excitations
appear at larger absolute values in energies. Turning to the spin fluctuations in
the bottom left panel, it features an increased spin response at ω ≃ 0 for many
k points, but especially for kπ. This comes around because there is a better
AFM nesting on the Fermi surface in the case where there is only the nearest-
neighbor hopping term taking part in the dispersion relation. Then, concerning
the self-energy, the very many features that move around hinders the analysis.
Although, the fact that the difference in the spectra accounts for the disap-
pearance of the van Hove singularity around ω ≃ −1.01 would explain why
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Figure 6.24: Spectra difference of various quantities Q between Q(n = 1) and Q(n =
1.15) at T = 0.33 and U = 3 in the nearest-neighbor Hubbard model calcu-
lated within TPSC. The lesser component is shown. The charge susceptibil-
ity is shown in the top left panel, the spin susceptibility in the bottom left
panel, the second-level TPSC in the top right panel and the single-particle
Green’s function G(1) in the bottom right panel. The time window ∆t = 5.

the spectra just below ω ≃ 0 is reduced for all k points. Let’s finish with the
Green’s function spectra shown in the bottom right panel. The band structure
below the Fermi level is flattened out in NCCO and this explains why the blue
areas cover less energies (it is more filiform).

To carry on with the equilibrium comparisons and understand how the dif-
ferent methods considered in this thesis capture the correlations, the first Mat-
subara frequencies of the self-energy at the antinode Σ(1)(k = (0,π); iωn) (see
Eq. (2.37)) are illustrated in Fig. 6.26 for the original TPSC formulation (OG
TPSC), TPSC, TPSC+GG, DMFT+TPSC, DMFT+TPSCα and DiagMC. The tem-
perature used is T = 0.33 (β = 3) and the model used is the square lattice Hub-
bard model. The exact same equilibrium comparison involving the same set
of methods is illustrated in Fig. 6.27 with the sole difference that the temper-
ature is now T = 0.1 (β = 10). To remind oneself, OG TPSC does not fulfil
the sum-rule relating the first- and second-level TPSC approximations (5.71).
Comparing the results of Figs. 6.26 and 6.27 with the “TPSC” (which means
“OG TPSC” in our notation) panel in Fig. 10 of Ref. [110], one can notice
that TPSC+GG (green curves) improves the self-energy substantially by almost
overlapping completely with the numerically exact stochastic DiagMC method
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Figure 6.25: Spectra difference of various quantities Q between Q(t′hop = 0) and
Q(t′hop = −0.275) at T = 0.33 and U = 3 in the Hubbard model calculated
within TPSC. The lesser component is shown once again. The quantities
are placed in the same way as in Fig. 6.24. The time window ∆t = 5.

(black curves). Both DMFT+TPSC (orange curves) and DMFT+TPSCα (blue
curves) come in great agreement at T = 0.33 with TPSC+GG and DiagMC. In
fact, the DMFT+TPSC and DMFT+TPSCα antinodal self-energies follow very
closely that of TPSC+GG except for the very last Matsubara frequency: the
system would be more metallic in the DMFT+TPSC schemes. The TPSC (red
curves) self-energy is shifted down by a constant proportional to α (see Eq. (5.70))
with respect to that of the OG TPSC (cyan curves). Even though TPSC worsens The one-time

function α is most of
the time of the order
of 1, except in sharp
and large interaction
ramps.

the antinodal self-energy results, since TPSC+GG also uses the parameter α

and agrees very well with DiagMC, the lack of self-consistency seems to be
the problem. At lower temperatures like T = 0.1 shown in Fig. 6.27, TPSC+GG
seems to win out over all the other methods. Nonetheless, DMFT+TPSC and
DMFT+TPSCα follow qualitatively the trend of the self-energy results produced
by TPSC+GG and DiagMC, whereas it is not the case for both TPSC and OG
TPSC which bend in opposite directions at lower Matsubara frequencies. As
will be seen in Section 7.2, even though TPSC+GG seems to win on this mat-
ter based off Figs. 6.26 and 6.27, it is not the case out of equilibrium when
evaluating local quantities such as the impurity double occupancy (5.99) – the
same goes for the comparison between OG TPSC and TPSC. Furthermore, the
DMFT+TPSC schemes and TPSC+GG allow one to access lower temperature
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results alleviating the convergence problems creeping up in TPSC and OG
TPSC in the vicinity of Tx (crossover temperature of the renormalized classi-
cal regime). The temperature behavior of DMFT+TPSC will be broached in
Section 6.2.2. It is worth mentioning that the non-self-consistent TPSC+DMFT
scheme introduced in Ref. [89] matches well the DiagMC data, although less
accurately than TPSC+GG.
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Figure 6.26: Imaginary part of the Matsubara self-energy at the antinode (k = (0,π)) for
various methods (listed out in the legend) at T = 0.33 (β = 3) and U = 2 in
the half-filled Hubbard model. The first several Matsubara frequencies are
shown. This figure can be compared with the “TPSC” – which corresponds
to OG TPSC in this thesis – panel in Fig. 10 of Ref. [110].

6.2.1.2 3D

In this section, TPSC and TPSC+GG are employed to solve 3D systems. The
cubic lattice Hubbard model will be of main interest (unless mentioned oth-
erwise), although the code has been implemented so as to deal with other
band dispersions, namely the face-centered cubic, body-centered cubic and
tetragonal unit-cells. In the case of the simple cubic unit-cell, the bandwidth
W = 12thop. This consequently means that a wider range of interaction valuesThe energy reference

is still the
nearest-neighbor

hopping term in the
3D case: the

interaction and
bandwidth are

normalized to thop.

U will lead to converged results (in TPSC+GG), and that for same U, as long
as U ≤ 4, the 3D results will stretch out to lower temperatures than in the 2D
case before hitting Tx. The modified cubic lattice dispersion relation of concern
reads

ϵ(k) = −2thop (coskx + cosky
)
− 2thop

z (t)coskz, (6.3)

where thop
z is the time-dependent out-of-plane lattice hopping energy sticking

out in 3rd dimension.
In Fig. 6.28, the α parameter relating the second- and first-level TPSC self-

energy approximations via the sum-rule exposed in Eq. (5.71) is shown for
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Figure 6.27: Imaginary part of the Matsubara self-energy at the antinode (k = (0,π)) for
various methods (listed out in the legend) at T = 0.1 (β = 10) and U = 2
in the half-filled Hubbard model. This figure can also be partly found in
Fig. 10 of Ref. [110].

different U values as a function of normalized temperature. The vertical lines
identify the normalized temperatures at which the spin vertices start shooting
up in Fig. 6.32. For all interactions, the α parameter stays constant for a wide
range of T/W until it starts shooting up. This further renormalization of the ver-
tices Γsp/ch comes about when the static spin susceptibility starts shooting up
as well (see Fig. 6.29). The values of this renormalization are always modestly
larger than 1, meaning that the original TPSC formulation (OG TPSC), which
does not enforce Eq. (5.71), underestimates the amplitude of the interactions
by some constant factor (in equilibrium). Note that in the nonequilibrium set-
ting, this α-factor will acquire some nontrivial time-dependence that improves
the conservation rules, nonthermal properties and the overall stability of the
method.

The 3D irreducible vertices Γsp/W and Γch/W are compared with those of
the 2D square lattice system in Fig. 6.13 as a function of U/W. To follow up
on Fig. 6.14, the static spin susceptibility is traced out as a function of T/W
in Fig. 6.29 at the highest symmetric point in the cubic lattice reciprocal space,
i.e. kπ = (π,π,π), for both TPSC and TPSC+GG. In Fig. 6.29, the 3D case cor-
responds to half-filling for the cubic lattice nearest-neighbor Hubbard model.
Even though the AFM nesting of the scattering wave vector is better in the
2D Hubbard model because of the diamond-shaped AFM Brillouin zone [118],
the 3D cubic lattice does capture in a very similar fashion the spin correla-
tions; in fact, as will be seen in Fig. 6.30, these spin-spin excitations tightly
cluster around kπ in 3D and smear out less than in 2D. Moreover, in 3D, the
spin correlations seem to be captured in greater amount at low temperatures
for TPSC+GG: the upturns are quite similar to those appearing in the TPSC
results.
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Figure 6.28: Dynamical renormalization parameter of the irreducible vertices α (5.70)
as a function of normalized temperature for different interactions. The
results are for the 3D single-band half-filled nearest-neighbor Hubbard
model. The vertical lines mark the downturn of Γsp in Fig. 6.32.

In Fig. 6.30, the k-defined susceptibilities χsp/ch (left panels), as well as the
single-particle spectra (right panels), are shown for U = 3 and T = 0.2. The ex-
citation spectra of the charge susceptibility (top left panel) span over a wider
energy window as compared to the 2D scenario, because the wider 3D band-
width permits density-density interactions at larger absolute energy values –
even more so when the interaction in cranked up. The charge susceptibility ex-
citation spectra appears also more smeared out than, for instance, that shown
in Fig. 6.21 in the top right panel. At lower temperatures, Γch grows larger and
T = 0.2 (T/W ≃ 0.017) sits close to the renormalized classical regime where Γch

and Γsp are split further apart; this phenomenon was discussed in the context
of Fig. 6.16 for the 2D model and this applies to the 3D scenario. Turning to the
spin-spin correlation function in the bottom left panel of Fig. 6.30, the excitation
profile is strikingly focalized around kπ, overshadowing the contributions from
other momenta (cf. Fig. 6.21, lower right panel). This difference lies mainly in
the fact that the temperature T = 0.2 at U = 3 (T/W ≃ 0.017 at U/W = 0.25)
in 3D is located closer to the upturn in the spin static susceptibility (Fig. 6.29)
than it is the case for T = 0.33 at U = 3 (T/W = 0.04125 at U/W = 0.375) in 2D
(Fig. 6.14).

Then, looking at the second-level TPSC self-energy in the top right panel
of Fig. 6.30, one can see a clear dominating self-energy contribution at kπ

which boosts the AFM spin correlations in χsp, like what was observed in 2D
(Fig. 6.23). The cut at kz = π in the reciprocal space features a large gap in the
single-particle spectra because at that momentum, a disk-shaped hole pocket
makes up the Fermi surface centered at the Γ-point3 and it has a large radius,
therefore it does not contain a large amount of momenta below the Fermi level.

3 The Γ-point is the highest symmetry point in reciprocal space.
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Figure 6.29: Static spin susceptibility of the 3D model at momentum kπ = (π,π,π) as a
function of normalized temperature for interactions U = 2,3,4 and 5 using
both TPSC (bold lines) and TPSC+GG (dotted lines). The filling per spin
is n = 0.5. The interactions strengths in the legend are normalized by the
bandwidth W. The vertical lines are identical as in Fig. 6.28.
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Figure 6.30: Left panels: lesser charge (top panel) and spin (bottom panel) susceptibil-
ities. Right panels: second-level TPSC self-energy (top panel) and single-
particle Green’s function (G(1)) (5.66) spectra (bottom panel). The calcula-
tions were performed using TPSC+GG at half-filling for the cubic lattice at
T = 0.2 and U = 3. The wedge of the irreducible Brillouin zone cuts along
kz = π; the path runs along within that plane. The time window employed
for the Fourier transforms is ∆t = 5.
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As underlined by Fig. 6.13, both the charge and spin vertices drift at a larger
pace from each other with respect to U in 3D. In Fig. 6.31, the temperatureRemember that since

TPSC and variants
make use of the spin
rotational symmetry

in its derivation,
only the growth of

spin correlations can
be picked up, but not

the spontaneous
symmetry-breaking.

dependence of the vertices calculated with TPSC+GG for various interaction
strengths is plotted, so as to directly compare with Fig. 6.16 showing the same
quantities in 2D. It is noticeable that the vertices display a distinct temperature
dependence in 3D: in the charge channel, the charge vertex admits a maxi-
mum halfway through temperature (T/W ≈ 0.0417) while the 2D charge vertex
increases nonstop with decreasing T/W. Nevertheless, the temperature depen-
dency of Γsp is quite similar to that in 2D. For TPSC+GG, at lower temperatures
in the vicinity of (normalized) Tx, a hint of an upturn appears in Γch, while in
the case of TPSC (Fig. 6.32) a much more pronounced upturn in Γch appears.
On the other hand, Γsp indicates a sharp downturn close to the renormalized
classical regime meaning that Γch and Γsp split further apart since the dou-
ble occupancy extracted from the ansatz (5.54) gets suppressed in that region,
especially in the case of TPSC (Fig. 6.32). Notice the fact that the static spin
susceptibility at kπ computed in 3D using TPSC+GG shoots up at lower tem-
perature (see Fig. 6.29) while Γch and Γsp at low T (top panel of Fig. 6.31) behave
relatively steadily. However, as will be seen further down below, the vertices dis-
play significant changes in TPSC in the temperature range where χsp(τ = 0,kπ)

shoots up in Fig. 6.29. The black vertical lines mark the temperature regime
where the irreducible vertices drift apart from each other, entering the classical
renormalized regime.

In Fig. 6.32, the temperature dependence of the vertices is also plotted for
TPSC using the same model parameters as those used in Fig. 6.31, and the
same scale on the y-axis to facilitate comparisons. One can compare how corre-
lations build up when the renormalized classical regime is approached in the
two methods (TPSC and TPSC+GG). Strikingly, in the case of TPSC, both Γch

and Γsp are mirror reflexions to each other about the temperature axis. Looking
back at Fig. 6.31, in the charge channel, the charge vertex exhibits a maximum
around T ≈ 0.5, while it is not the case for TPSC (Fig. 6.32). The latter would
be related to the fact that the upturn occurs at significantly higher T in TPSC
than in TPSC+GG. The sudden decrease of Γsp at the lowest T (bottom panel
of Figs. 6.31 and 6.32) coincides with the sharp upturn at lower temperature
of the static spin susceptibility presented in Fig. 6.29, as can be assessed from
the position of the black vertical lines. The decrease in Γsp stems from the de-
crease of the double occupancy via Eq. (5.54), which in turn implies a growth
in the charge scattering Γch. In 3D, as seen in Fig. 6.29, the shooting-up of the
static spin susceptibility at kπ at low temperature in TPSC+GG does not coin-
cide with an upturn of Γch, like is the case for TPSC (cf. Figs. 6.32 and 6.29). To
recall, TPSC and its variants make use of the spin rotational symmetry in the
derivation, thus only the growth of spin correlations can be picked up and no
spontaneous symmetry-breaking can occur. Overall, the 3D temperature depen-
dence of Γsp is quite similar to that in 2D for TPSC (cf. Fig. 6.17).
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Figure 6.31: Γch (top panel) and Γsp (bottom panel) as a function of T/W for U =
{2,3,4,5} in the 3D half-filled nearest-neighbor Hubbard model. The val-
ues of the vertices are normalized by U for presentation reasons and were
obtained using TPSC+GG.

6.2.2 DMFT+TPSC

DMFT+TPSC was introduced in Section 5.2.9 and it makes use of the nonlocal
TPSC second-level self-energy (5.63) to account for the feedback of the nonlocal
correlations on the DMFT impurity. In many aspects, DMFT+TPSC resembles to
GW+DMFT [22, 96], although in this case, the second-level TPSC self-energy is
not derivable from a Luttinger-Ward functional ensuring a conserving approx-
imation. This DMFT+TPSC scheme replaces the local correlations of the TPSC
self-energy assumption with the DMFT ones (see Eq. (5.101)). Hence, when sub-
tracting out the local TPSC self-energy component like in Eq. (5.101), the energy
conservation is not guaranteed. As will be touched on later in this section, some
internal accuracy checks will enable one to judge the parameter range within
which DMFT+TPSC is reliable. The energy conservation issue should be weak
for a wide range of weak-coupling results and that would hinge on the fact that
Eq. (5.70) reduces to the second-order IPT lattice self-energy (5.67) for small U,
and a definite Luttinger-Ward functional exists for Σ(2). The scheme exposed in
Section 5.2.9 should not be mixed up with those introduced in Refs. [89, 155]
which do not add the local correlations in a self-consistent manner. The self-
consistency of this DMFT+TPSC scheme improves the stability of the calcula-
tions along the KB contour in a similar way as TPSC+GG improves it compared
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Figure 6.32: Γch (top panel) and Γsp (bottom panel) as a function of T for U = {2,3,4,5}
in the 3D half-filled nearest-neighbor Hubbard model. The values of the
vertices are normalized by U and were obtained using TPSC. The vertical
lines are the same as in Fig. 6.29.

to TPSC (see Section 7.2.1). In the following, direct comparisons will be made
with the results discussed in Section 6.2.1 for the 2D and 3D cases.

The local two-particle irreducible spin and charge vertices can be computed
as well in DMFT+TPSC. Throughout this thesis, weak-coupling IPT impurity
solvers (see Section 3.2.1.3) are used to simulate the local impurity interac-
tions. At half-filling, the second-order IPT self-energy is used as impurity solver
whereas away from half-filling the third-order self-energy expansion diagrams
constitute the DMFT self-energy. In Fig. 6.33, like in Fig. 6.13, the irreducible
vertices are plotted as a function of the normalized bare interaction parame-
ter U/W. Comparing both Figs. 6.33 and 6.13, one can clearly identify many
qualitative similarities. Γch/W and Γsp/W drift apart with the increase of U/W
and this is even more pronounced in the 3D case when compared to 2D. In
DMFT+TPSC, both Γch/W and Γsp/W have larger values than TPSC or TPSC+GG
for equal U/W. Moreover, because IPT is reliable only at weak-coupling U ≲
W/2, the range of interactions shown is limited to U/W = 0.5.The bandwidth of

the square lattice is
W = 8thop.

Similarly to Figs. 6.16 (2D) and 6.31 (3D) in the case of TPSC+GG, the irre-
ducible vertices Γch (top panel) and Γsp (bottom panel) are plotted in Fig. 6.34

as a function of the temperature for U = {1,2,3,4} in 2D (blue-shaded colors)
and U = {2,3,4,5} in 3D (red-shaded colors). The square (cubic) lattice half-
filled nearest-neighbor Hubbard model using DMFT+TPSC is opted for in 2D
(3D). The vertices are divided by U for compactness. Contrary to the TPSC+GG



6.2 tpsc and variants 141

0.0 0.1 0.2 0.3 0.4 0.5 0.6

U/W

0.0

0.5

1.0

1.5

2.0

2.5

3.0

Ir
re

du
ci

bl
e

ve
rt

ic
es

n = 0.50, T/W = 0.05

Γch/W (2D)

Γch/W (3D)

Γsp/W (2D)

Γsp/W (3D)

Figure 6.33: Bandwidth-normalized spin and charge irreducible vertices as a function
of normalized bare interaction for the nearest-neighbor square (2D) and
cubic (3D) lattices within DMFT+TPSC. The normalized inverse tempera-
ture is β = 0.3125 and the spin-density per site is n = 0.5.

temperature dependence of Γch (Fig. 6.31), there is a decreasing trend in T/W
that describes Γch in all dimensions in DMFT+TPSC; it decreases until it hits
the whereabouts of Tx, where it remains more or less flat (some hint of an up-
turn appears for TPSC+GG in that temperature regime). On the other hand,
Γsp decreases quite drastically for most temperatures in DMFT+TPSC and this
downfall is accelerated – especially in 2D – in the renormalized classical regime,
unlike for TPSC+GG. Despite the fact that Γsp flexes down in the renormalized
classical regime, the overall temperature dependence of the vertices is a bit
more flattened out in 3D at constant interaction. The temperature dependence
of the vertices seems to be more affected by the dimensionality than their depen-
dence in U from looking at Γsp in Fig. 6.33 at higher temperature (T/W = 0.05).
Looking at the spin irreducible vertex of Fig. 6.34 (bottom panel), it is quite clear
that the spread between successive Γsp computed at different U becomes larger
as T lowers. The spread between successive Γsp also grows when U increases,
meaning that the Kanamori-Brueckner screening [63] of the spin-spin interac-
tions would saturate earlier on as a function of U at temperatures close enough
to Tx. In the charge channel, the separation between different Γch computed
at different values of U widens when the temperature is raised, in opposition
with Γsp.

To make sure that DMFT+TPSC does capture the growth of the AFM correla-
tions when decreasing the temperature at various interactions, the equivalent of
Fig. 6.14 is plotted within DMFT+TPSC in Fig. 6.35 for 2D (blue-shaded colors)
and 3D (red-shaded colors). The same qualitative behavior of the static spin
response is observed in DMFT+TPSC: as the impurity interaction increases,
the upturn in the static spin susceptibility is pushed down at lower temper-
atures. Furthermore, the separation between the upturns increases as U/W
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Figure 6.34: Γch (top panel) and Γsp (bottom panel) as a function of T/W for U =
{1,2,3,4} and U = {2,3,4,5} in the 2D and 3D half-filled nearest-neighbor
Hubbard model, respectively. The values of the vertices are normalized by
U and were obtained using DMFT+TPSC. At U/W = 0.5, due to numerical
difficulties to converge the solution at low temperatures, only few points
are included. The black (green) vertical lines pin down the temperatures
where Γsp deviates from a linear behavior in 3D (2D).
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Figure 6.35: Static spin susceptibility of the 2D (3D) model at momentum kπ = (π,π)
(kπ = (π,π,π)) and half-filling as a function of normalized temperature
for interactions U = {1,2,3,4} (U = {2,3,4,5}) for DMFT+TPSC. The black
and green vertical lines bear the same meaning and values as in Fig. 6.34.

is decreased and this is corroborated by TPSC and TPSC+GG. Similarly to
TPSC+GG, the upturns at equal U/W kick in at lower temperatures when com-
pared to TPSC, although DMFT+TPSC seems to pick up more spin correlations
in 2D than TPSC+GG. Quite interestingly, even if the temperature dependence
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of the vertices differs substantially between TPSC+GG and DMFT+TPSC, the
static spin susceptibility in Fig. 6.35 shows that the Fermi-liquid quasiparticles
start breaking down at almost the same (normalized) temperatures for all inter-
actions considered in 3D. TPSC+GG and DMFT+TPSC would therefore portray
a similar crossover temperature Tx as a function of U/W.
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Figure 6.36: Double occupancies Dimp (5.99) and DTPSC (5.104) as a function of nor-
malized temperature for several interactions U/W in the 2D (top panel)
and 3D (bottom panel) nearest-neighbor Hubbard model. The annotated
percentages denote the largest absolute variation relative to Dimp.

In DMFT+TPSC, there are auxiliary Green’s functions defined on the An-
derson impurity embodying the local correlations, i.e. G imp, Σimp, and Green’s
functions defined on the lattice representing the nonlocal correlations, i.e. GTPSC,
Σimp. Normally, if DMFT+TPSC was consistent at the double occupancy level
(D-consistent according to Table 5.1), then the double occupancy calculated
on the impurity Dimp (5.99) would equal that on the lattice DTPSC (5.104). For
that reason, these two ways to compute the double occupancies are shown in
Fig. 6.36 for the 2D and 3D single-band nearest-neighbor Hubbard model, re-
spectively located in the top and bottom panel. The lower the temperature gets
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and the larger the interaction is, the larger the deviation between Dimp and
DTPSC becomes in all dimensions considered. The largest values for each inter-
action is displayed in absolute relative percentage with respect to Dimp. Overall,
the deviations are quite small; they are caped below 6% in 2D and below 3% in
3D. Rising the dimensionality alleviates the diversion of both Dimp and DTPSC

(at same U/W). Note that at higher T/W, the double occupancy goes back up
in accordance with the fact that the double occupancy at infinite temperature
at half-filling reaches 0.25, irrespective of U/W.
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Figure 6.37: Left panels: lesser charge (top panel) and spin (bottom panel) susceptibil-
ities. Right panels: second-level TPSC self-energy (top panel) and single-
particle Green’s function spectra (bottom panel). The calculations were
performed using DMFT+TPSC at half-filling for the square lattice model at
T = 0.33 and U = 3. The time window employed for the Fourier transforms
is ∆t = 5.

The differences between DMFT+TPSC and TPSC+GG in the two- and single-
particle nonlocal spectra are quite small. To check out what those differences
are, the DMFT+TPSC nonlocal quantities are computed at U = 3 and T = 0.33
for the nearest-neighbor 2D Hubbard model. Thus, in Fig. 6.37 are shown the
susceptibilities in the left panels (top panel for χch and bottom panel for χsp)
and the single-particle quantities on the right ones (top panel for ΣTPSC,(1) and
bottom panel for G(1)). The data on the left panels of Fig. 6.37 can be compared
with the TPSC+GG susceptibilities illustrated in Fig. 6.21 (right panels) and
Fig. 6.23 for the TPSC+GG single-particle quantities (right panels) – the same
set of parameters was used in TPSC+GG.
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Starting with the susceptibilities, TPSC+GG and DMFT+TPSC both render
very similar k-defined spectra on all regards. The spectral excitation ampli-
tudes are almost quantitatively equal across all the k-points in the plots and the
profiles are pretty much identical. The biggest difference between TPSC+GG
and DMFT+TPSC comes about in the nonlocal self-energies: the self-energy in
the top right panel of Fig. 6.37 looks narrower for several k-points than the
TPSC+GG self-energy displayed in the top right panel of Fig. 6.23. The excita-
tion spectra seem to also be distributed differently across the path walked along
in the irreducible Brillouin zone: more spectral weight is gathered around kπ

and the neighboring k-points in DMFT+TPSC, whereas the spectral weight at
kπ stands out more from the rest in TPSC+GG. These differences however seem
to not affect too much the single-particle spectral weight, because they could
be confused with one another in TPSC+GG and DMFT+TPSC.





7
N O N E Q U I L I B R I U M R E S U LT S

The nonequilibrium counterpart of the results discussed in Chapter 6 for both
the RPA-type post-processing scheme (Section 6.1), and TPSC and its vari-
ants (Section 6.2.1), are presented in this section. In particular, as far as the
RPA-type post-processing scheme is concerned, the electronic interaction will
be changed in Section 7.1 in the vicinity of the DMFT magnetic phase boundary
to check how the π-ton vertex corrections build up in the longitudinal optical
conductivity. Then, in Section 7.2, the 2D and 3D nearest-neighbor single-band
Hubbard model will be studied by ramping the interaction and lattice hopping
energy. TPSC, TPSC+GG and DMFT+TPSC are compared and discussed, flash-
ing out their main advantages and disadvantages.

7.1 post-processing dmft

In Section 6.1, the effect of ladder-type vertex corrections introduced in Chap-
ter 4 on the thermodynamic (q = 0) optical and magnetic response of the half-
filled Hubbard model was studied. It was revealed that the single-ladder vertex
corrections can capture the key signatures of the π-ton, as it was identified
in Ref. [66]. These vertex corrections become increasingly relevant as one ap-
proaches a magnetically ordered phase with ordering wave vector kπ, as in
the single-band Hubbard model near the AFM phase boundary. The vertex cor-
rections were considered within the RPA-type post-processing DMFT method
proposed in Ref. [120]. This method constructs the vertices out of interacting
Green’s functions obtained from a DMFT simulation using the bare interaction
U, which are then inputted in the ladder diagrams (□-terms) making up the ver-
tices, whose interaction terms U are renormalized U→Uren so as to match the
DMFT AFM phase boundary (see Fig. 6.3). According to the results published
in Refs. [66, 119, 120, 150], this RPA-type post-processing method would pick up
the relevant features attributed to the π-ton at weak coupling, thereby allowing
the inclusion of relevant fluctuations into the q = 0 responses measured with
DMFT. These features related to the π-ton at weak U are the broadening of the
Drude peak and the appearance of a characteristic “in-gap” feature in the opti-
cal and spin response. However, as pointed out in Section 6.1.2, the calculation
of the RPA-π-tons in the intermediate coupling and Mott regimes suffer from
inconsistencies, where the corresponding vertex correction is larger in the high
temperature region than close to the AFM phase boundary (if the diagrams are
evaluated with the more reliable NCA Green’s functions in that regime). The
breakdown of this RPA-type method is seen at U = 3, where the Drude peak is
suppressed and the in-gap feature shifts up in energy, merging with the higher
energy spectral weight. Furthermore, it was shown in Section 6.1.3 that DMFT
is dubious in 1D by comparing it to DMRG, but the π-ton results obtained in
1D from the post-processing DMFT method can carry over to 2D (see Fig. 6.7)

147
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and higher dimensions. In 1D, there is the presence of a Mott gap at T = 0 in
the half-filled Hubbard model for any finite U > 0, and the spin and charge
responses are very asymmetric.

In this section, the results of a nonequilibrium treatment of the single-ladder
vertex corrections (4.30) in the longitudinal optical conductivity for the weakly
interacting half-filled one-band Hubbard model Eq. (3.9) are shown. The cal-
culations take place in 1D using the RPA-type post-processing DMFT tech-
nique with the Green’s functions obtained with nonequilibrium IPT in the PM
state (see Section 3.2.1.1). The calculations are restricted to U ≲ W/2, since
this is the regime of parameters where the post-processing method can be ex-
pected to give sensible results [120] (see Section 6.1.2). There exist two alter-
native schemes1 based on the second-order self-energy, namely Σ(2)[G0] (bare
IPT) or Σ(2)[G] (bold IPT). As explained under the paragraph called “Asymp-
totic limits of the Hubbard model self-energy” in Section 3.2.1.3, bare IPT can
capture the Mott physics whereas it is not the case for the bold IPT. On the
other hand, if the self-energy is expressed as a product of dressed Green’s
functions, it conserves the total energy at all times following a U-quench or
U-ramp, whereas the implementation with the bare Green’s function G0 does
not conserve energy at longer times, as illustrated in Figs. 7.1 and 7.2. The latter
comes down to the fact that bold IPT is derived from a well-defined interacting
Luttinger-Ward functional [80]. In Figures 7.1 and 7.2, the change in the kinetic
energy

Ek(t) =
−i
Nk

∑
k

ϵkG<k (t, t), (7.1)

in the potential energy

Ep(t) =
−i
Nk

∑
k

ˆ
C

dz [Σk(t,z)Gk(z, t)]< , (7.2)

and in the total energy Etot(t) = Ek(t) + Ep(t) are plotted for a U-ramp going
from U = 1.5 to U = 2 (Fig. 7.1) and from U = 1.5 to U = 1 (Fig. 7.2). The bars
over the energies Ē in Fig. 7.1 mean that the respective energies have been sub-
tracted with their value at initial time Ē≡ E(t)− E(t = 0). In both up and down
U-quenches, for short times, the deviations in the parameter regime considered
are rather small between bare and bold IPT, although they grow as time pro-
gresses. For that reason, the conserving bold IPT scheme will be considered
in the following calculations. Nonetheless, the down U-quench whose energies
are presented in Fig. 7.2 display a weaker deviation of the bare IPT results from
the bold ones: energy conservation would be violated to a lesser extent when
using bare IPT in a down U-quench when starting out with the same interaction
strength.IPT is a good weak

coupling
(U ≲ W/2)

impurity solver,
with W = 4thop in

1D.

For consistency between the DMFT and the post-processing two-particle ver-
tex calculations, one needs to use renormalized interactions Uren in the latter.
To recall, the renormalized interaction Uren in the π-ton ladder (4.30) is de-
fined such that the divergence of the ladder contribution matches the DMFT
Néel temperature TN at equilibrium. The renormalized interactions Uren were

1 See discussion below Eq. (3.26).
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Figure 7.1: Energies as a function of time for an interaction ramp from U = 1.5 to 2.0
and initial temperature T = 0.05. Upper panel: change in the kinetic en-
ergy Ēk. Middle panel: change in the potential energy Ēp(t). Lower panel:
change in the total energy Ētot. The black curves show the results for bold
IPT, which conserves energy after the ramp, and the red curves show the
results for bare IPT. A time step dt = 0.015 is used on the real axis and 1200

imaginary time points on the Matsubara axis to ensure the stability of the
solution at longer times. The shaded area indicates the duration of the in-
teraction ramp.
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Figure 7.2: Energies as a function of time for an interaction ramp from U = 1.5 to 1.0
and initial temperature T = 0.05. The plot has the same layout as in Fig. 7.1
and the same discretization of the KB contour was employed. The U-ramp
used in this case corresponds to the mirror reflexion along the x-axis of that
of Fig. 7.1.

determined in Ref. [120] and they are Uren = 1.33 for U = 2, Uren = 1.10 for
U = 1.5 and Uren = U for U = 1. Up to some rescaling, the shape of the ramp
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profile used for the renormalized interaction is the same as that used for the
bare interaction.

The interaction range is narrowed down to U ∈ [1,2], since in that regime bare
and bold IPT lead to similar self-energies and the Néel temperature is not too
low, therefore allowing to stay close to the AFM phase boundary and still have
a stable time propagation with a reasonably large time step. The time propaga-
tion needs to be stable in order to access long enough times for a meaningful
Fourier analysis and not accumulate errors across the propagation. In that inter-
action range, the RPA-type post-processing calculations are sufficiently reliable
because the local irreducible vertices in both the charge and spin channels do
not differ much from each other and are close to the bare interaction value [152]
(see for instance Fig. 6.13 in Section 6.2.1.1).
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Figure 7.3: Sketch of the interaction ramps and quenches discussed in the present
section. The green dots (blue dots) show the temperatures of the thermal-
ized systems after the U-ramps (U-quenches), while the red line shows the
DMFT+IPT AFM phase boundary taken from Ref. [119]. The black cross
represents the initial state (U = 1.5, T = 0.05).

To be specific, (i) a ramp and quench up from U = 1.5 to U = 2 and (ii) a ramp
and quench down from U = 1.5 to U = 1, both starting at T = 0.05 will be con-
sidered – the black cross and arrows in Fig. 7.3 illustrate the ramps/quenches
in question. The interaction ramp ∆U is described by the error functionAn expression

similar to Eq. (7.3)
is used to describe

the ramps in lattice
hopping parameters.

∆U(t) = ±
(

Uf −Ui

2

)
erf(γt + δ) +

(
Uf + Ui

2

)
, (7.3)

where Ui corresponds to the initial interaction value and Uf to the final one, γ

tweaks the steepness of the inflection of the curve and δ controls the onset of the
ramp. A global minus sign appears in Eq. (7.3) in the case of a down ramp (U f <

Ui). When the interaction is ramped/quenched up or down, energy is injected
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into the system and the temperature Ttherm after thermalization gets higher
than in the initial state. It is important to point out that the asymptotic behavior
(in ramp duration) of the excitation energy depends on the ramp protocol, on
whether the ramp brings the system across a phase transition, as well as on the
equilibrium state from which the ramp is applied, i.e. if it is a gapped system
or not [35].

The temperature of the thermalized state Ttherm is determined by computing
the total energy E+ = Etot(τ+), which is conserved after the ramp (t≥ τ+) when
using the bold IPT solver, and then searching for the temperature of the equi-
librium system with the post-ramp U and Etot = E+. The steps to get this ther-
malized temperature are detailed in Appendix I showing an example for TPSC.
For the ramp (quench) up, the thermalized temperature yields Ttherm = 0.0616
(Ttherm = 0.0852) and for the ramp (quench) down Ttherm = 0.0664 (Ttherm =

0.0909). The two ramps (quenches) are sketched in Fig. 7.3 together with the
AFM phase boundary in the (U,T) plane. The black cross indicates the initial
state of the system and the final thermalized states are pinned down by the
green dots (blue dots) in the case of the ramp (quench).

7.1.1 Single-particle spectrum

Because the RPA-type post-processing method to treat two-particle vertex cor-
rections hinges on the assumption that the single-particle properties, such as
the density of states, influences a lot the two-particle properties – even more
so than the other way around –, the density of states is plotted in Fig. 7.4 for
a U-quench from U = 1.5 to U = 2. The vertex corrections to the optical con-
ductivity (4.31) would then depend substantially on the single-particle DMFT
propagator G, which enters the calculation of the RPA-type ladder vertex. In
Fig. 7.4, the local single-particle spectral function is shown for various times
during and after the interaction ramp from U = 1.5 to 2 (see inset). The spectral
weight is calculated using the forward Fourier transform (2.66), allowing to ac-
cess very early times as opposed to the time-averaged Fourier transformation
which builds off a Wigner transformation [6].

In Fig. 7.4, one can notice sharp density of states in the vicinity of ω ≃ ±1.6
corresponding to the van Hove singularities that would appear at ω =±2 in the
noninteracting density of states; the interactions broaden and shift those two
peaks in energy. Furthermore, some amount of spectral weight is transferred
to higher energies (e.g. 2.2 ≲ ω ≲ 6) when increasing U. These features can
be interpreted as satellites of the main peaks (ω ≃ ±1.6) that are split off by
an energy ∼ U. The upper satellite corresponds to an electron insertion plus
creation of a short-lived “doublon-holon” pair. The density of states thermalizes
rapidly so that no significant evolution in the spectral weight can be observed
after t = 2, and the spectra coincide with those of the thermalized system.

7.1.2 Optical conductivity

The q = 0 optical conductivity is investigated by applying interaction ramps
and quenches in the vicinity of the AFM phase boundary (see Fig. 7.3). One
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Figure 7.4: Illustration of the time-dependent single-particle spectral function during
and after the up ramp. The inset shows the profile of the interaction ramp.
The inverse temperature of the initial state is β = 20 and the Fourier window
is ∆t = 16.

of the goals is to evaluate how the bubble and π-ton contributions to the con-
ductivity evolve in time after the interaction changes and how they thermalize.
To characterize the time evolution of the bubble and π-ton contributions, the
spectrum is measured at different times during and after the up and down
ramps in Figs. 7.5 and 7.6, respectively. The bubble contribution to the optical
conductivity is plotted in blueish and the π-ton contribution in reddish. The
(dotted-)dashed black line indicates the π-ton (bubble) spectrum in the initial
equilibrium state (U = 1.5, T = 0.05). Like in Section 6.1.2, the imaginary part
of the current-current correlation function ωReσjj(ω;q = 0) = Imχjj;q=0(ω) is
plotted to cut the Drude peak off at low frequencies and see better the high-
energy features. In both Figs. 7.5 and 7.6, a time window ∆t = 7 is used for the
forward Fourier transformation.

The first time (light color) sits close to the beginning of the interaction ramp,
while the remaining curves (darker colors) track the evolution after the ramp.
The high-energy feature in the bubble conductivity associated with excitations
between the van Hove singularities in the density of states (Fig. 7.4) shows
a rapid relaxation after the ramp. To the contrary, the features appearing at
lower frequencies, such as the prominent π-ton feature near ω ≈ 0.4, relax
more slowly without exhibiting the oscillations that appear at short times in
the low-energy bubble contribution. Ramping up the interaction brings the sys-
tem closer to the AFM phase boundary and it therefore amplifies the π-ton
contribution with the peak at ω ≈ 0.4 becoming larger. The π-ton peak builds
up rather slowly compared to the timescale at which the changes occur in the
bubble contribution.
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Figure 7.5: Real-time snapshots of the bubble contribution to the optical conductivity
(blue) and the RPA π-ton vertex corrections (red) during and after the up
ramp. The ramp shape is shown in the inset plot and the grey lines indicate
the measurement times. The (dotted-)dashed black line shows the (bubble)
π-ton contribution in the initial equilibrium state.

In Fig. 7.6, the bubble and π-ton contributions to the optical conductivity
spectra are illustrated when ramping down the interaction (U = 1.5→ U = 1).
The bubble contribution displays similar early-time oscillations in the Drude
component and a qualitatively similar relaxation behavior with more damped
relaxation of the spectral features at higher energies. Ramping down the inter-
action clearly brings the system farther away from the AFM phase boundary
(Fig. 7.3) and this melts away the π-ton feature at ω ≃ 0.4, which decreases at
a faster rate than that at which it builds up when ramping up the interaction.
While the π-ton spectral peak melts away, it shifts at the same time slightly in
energy – more so than in the up quench.

As pointed out in Fig. 6.10, some energies corresponding to different spectral
features will be traced in time to analyze the relaxation behavior. These three
characteristic energies are ω = 0.35 (Drude feature), ω = 1 (intermediate-energy
feature) and ω = 3.9 (high-energy feature). The bubble contribution is plotted in
the left panels of Fig. 7.7 for the ramp up, ramp down, quench up and quench
down (from top to bottom). The right panels show the same arrangements for
the π-ton contribution. The values of the spectral features in the thermalized
state, obtained by calculating the total energy after the ramp/quench, are indi-
cated by grey horizontal lines: these values of the spectra should be converged
to upon thermalization of the system. The bubble results shown in Fig. 7.7
clearly reveal a large amplitude single harmonic oscillation of the Drude peak
during (after) the ramps (quenches). At higher energy cuts, the oscillations are
more damped but very similar. Once these initial oscillations have fizzled out,
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Figure 7.6: Real-time snapshots of the bubble contribution to the optical conductivity
(blue) and the RPA π-ton vertex corrections (red) during and after the down
ramp. The ramp shapes are shown in the inset plot and it corresponds to
a mirror reflexion of the up-ramp along the x-axis. The grey lines indicate
the measurement times which are the same as in Fig. 7.5. The black lines
are the same as in Fig. 7.5 (same initial equilibrium state).

the bubble contribution to the conductivity rapidly relaxes to the thermalized
result for all energy cuts.

Still focusing on the bubble contribution, it is interesting to see that the initial
response of the Drude feature to the ramp goes in the opposite direction. This
initial decrease of the Drude peak happens quite early on and can be spotted
in Figs. 7.5 and 7.6 for time t = 1.2. However, because this short-time behavior
does not show up in the case of the quenches, it thus appears to be related
to the details of the U-ramp spectrum. Because the time window used in the
Fourier transformation is much smaller (∆t = 7) than that used in Fig. 6.10 (∆t =
500) to compute the bubble spectral contributions, it is difficult to elaborate
upon the relative changes of the Drude weight at low energies. Recall that the
bubble spectra in Fig. 6.10 are equilibrium spectra and can therefore easily be
extrapolated after time differences t− t′ ≃ 10. It is not the case for the bubble
spectra out of equilibrium shown in Fig. 7.7.

Let’s now turn the focus to the changes induced in the π-ton contributions
to the optical conductivity ensuing a U-ramp and U-quench. As for the bub-
ble contribution, the studied energy slices of the RPA-type π-ton contribution
sit at ω = 0.35, 1 and 3.9. The high-energy structure of the π-ton at ω = 3.9
approaches, on a timescale comparable to the bubble contribution, the thermal
value quickly after the ramp or quench. This is completely different for the
intermediate-energy and Drude features which exhibit a delayed thermaliza-
tion, overshooting the thermal reference values by a significant amount, espe-
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Figure 7.7: Time-dependent change in the bubble (left column) and π-ton (right panel)
contributions to ωReσjj(q = 0,ω, t) at ω = 0.35 (blue), 1.0 (orange) and 3.9
(green). The two upper rows of panels show the results for the ramps: upper
(lower) panel for the ramp up (down). Likewise, the two lower rows of
panels show the results for the quenches. The horizontal grey lines indicate
the values reached in the thermalized state after the ramp. For a better
visualization of the change in conductivity, the values at t = 0 are subtracted.
Just like for Fig. 7.5, a time window ∆t = 7 was used at all times t.

cially when quenching/ramping the interaction up. The initial response to the
U-ramps of the π-ton, although less pronounced, looks qualitatively similar to
that of the bubble contribution: a transient change of the spectral weight goes in
the opposite direction from the modification expected in the thermalized state
(see Fig. 6.10).

The long-lasting overshooting of the π-ton contribution over the thermal ref-
erence values in Fig. 7.7 would constitute the prethermalization phase. This
behavior will be studied in more details further down below by looking at the
nonthermal distribution function. Indeed, as reported in Refs. [36, 92], the en-
ergy distribution function is known to exhibit a prethermalization plateau at
low energies after quenches in the weak-couplig regime, and this would reflect
in the optical conductivity since it is related to the kinetic energy via the sum
rule (E.7). As a consequence, this would mean that the occupation (lesser spec-
tral function) and nonequilibrium distribution functions remain nonthermal
for a long period of time after the quench/ramp, in contrast with the spec-
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tral function which thermalizes fast (Fig. 7.4). Moreover, the thermalization of
the momentum-resolved nonthermal distribution function depends strongly on
how close to the Fermi level the momentum lies; in this case kF ≈ π

2 . Hence, be-
cause the bare velocities vi(k) = ∂ki ϵ(k) give the largest absolute values near
the Fermi level and that the poles of the single-ladder vertex dominate for mo-
mentum differences equal to kπ, the RPA-type π-ton vertex corrections to the
optical conductivity depend strongly on the occupied density of states near the
Fermi level.

The leading oscillation frequencies ωosc that shape the bubble signals in
Fig. 7.7 (left panels) can be extracted by carrying out Fourier transformations
on the time traces shown. The quantity ωosc represents the dominant oscil-
lation frequencies induced by the interaction perturbations. To remove from
the bubble signals the residual spectral weight coming from the ramp, the sig-
nal is subtracted by a smooth function proportional to the ramp profile. In
Fig. 7.8, the norms of the Fourier transforms of the bubble time traces are
shown and solid lines are associated to the harmonics ωosc after the U-ramps
whereas the dashed lines are associated with the U-quenches. The upper (lower)
panel of Fig. 7.8 sets out the bubble oscillation spectra for the up (down) ram-
p/quench at ω = 0.35 (red), 1.0 (orange) and 3.9 (blue). The time-traces are
convolved with a wide gaussian envelope function so as to pull down the tail
of the Fourier transformed function to zero. For the lower energies looked at
– ω = 0.35 (Drude component) and 1.0 (intermediate-energy peak) – the oscil-
lations share a dominant harmonic which is independent of the direction of
the ramp/quench whose peak is centered at ωosc ≈ 3.2: it roughly matches the
energy separation between the peaks in the density of states (see Fig. 7.4). The
broadness of this peak is caused by the damping of the time traces after the
first oscillation. From inspecting the time traces in Fig. 7.7, the amplitude of the
oscillations is a bit smaller but a bit broader for the quench (dashed lines) than
for the ramps (solid lines). At higher energy ω = 3.9, the damping is stronger
and the thermalization faster. At this energy cut, the oscillation frequency in
the time traces is described by two humps centred around ω ≃ 1.5 and ω ≃ 5,
revealed after the subtraction of the smooth background in the form of the
ramp shape. These robust peaks may correspond to fluctuations between the
density of states’ peaks and the Hubbard side-bands visible in Fig. 7.4, espe-
cially at U = 2. Also, for ω = 3.9, the amplitude of the oscillations is larger for
the quench than for the ramp.

In the case of the π-ton time traces shown in Fig. 7.7 (right panels), no pro-
nounced oscillations give rise to harmonics ωosc that would stand out. The
lack of oscillations followed by some damping would be related to the prether-
malization behavior, especially at ω = 0.35 and 1.0, and in the case of the up
ramp/quench. Note that the prethermalization phenomenon is whittled down
at larger temperatures (not shown). The thermalization of the π-ton vertex cor-
rections to the optical conductivity occurs on timescales that are longer than
the accessible simulation times and to be able to describe the thermalization
processes, one would need to resort to numerical schemes that reduce the com-
putational cost such as memory truncation techniques [113, 125], compact repre-
sentation basis to store nonequilibrium Green’s functions [67] and/or methods
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Figure 7.8: Spectral decompositions of the time traces (see Fig. 7.7) of the bubble contri-
bution ωReσjj(q = 0,ω, t) at the indicated energies. The plotted lines show
the norms of the Fourier transformations, after subtracting a background
proportional to the ramp shape. In the case of the quenches, the mean was
subtracted. Dashed (solid) lines are for interaction ramps (quenches).

that extrapolate the time-diagonal of nonequilibrium Green’s functions on the
time plane [141].

As mentioned on several occasions, the RPA-type post-processing DMFT
treatment of the vertex corrections makes use of the nonequilibrium DMFT
Green’s functions. The vertex corrections should consequently depend on the
single-particle density of states (Fig. 7.4). To investigate in more details the ori-
gin of the prethermalization behavior, the time evolution of the different com-
ponents of the lesser – related to the particle occupation – and retarded com-
ponents of G are calculated. Now, as shown in Fig. 7.4, the retarded spectral
component AR (2.39) thermalizes fast, inferring that the prethermalized state
must be primarily due to nonthermal properties of the lesser spectral function
A< (2.28). The nonequilibrium distribution function can be determined from
the knowledge of AR and A< as

nk(ω, t) =
A<

k (ω, t)
AR

k (ω, t)
, (7.4)

and its calculation allows one to establish how fast the system reaches the
momentum-independent thermalized Fermi distribution function nF. To get
the spectra, the forward-in-time Fourier transformation (2.30) is employed with
a large cut-off in time. Because the real-time functions G<,R

k (t, t′) for fixed time
t have predictable tails which can be fitted by the function αe−t′/β cos (εt′ + δ),
large time windows can be used prior to Fourier transforming to access finer
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Figure 7.9: In the main plot, the grey curve depicts the Fermi distribution function for
the thermalized state after the quench from U = 1.5 to U = 2 at T = 0.05. The
other curves illustrate the non-equilibrium distributions nk(t,ω) at k = π

2
(Fermi level) and for t = {10,20,30}. An exponential function was used to
extrapolate the tails of bothA<(t, t+∆t′) andAR(t, t+∆t′). A time window
∆t′ = 4000 was used in the Fourier transformation. In the inset plot, the time
traces of the effective temperatures Eq. (7.5) of the k-dependent distribution
functions are plotted.

resolution in the spectra. The nonthermal distribution functions might not be of
the form of the Fermi-Dirac distribution function and they therefore can’t be fit-
ted. To overcome this difficulty and still achieve to assign a nonthermal temper-
ature to the system, one can define an effective inverse temperature βeff = 1/Teff
from the derivative of nk(t,ω) at ω = 0 as

βeff ≡ −4
∂nk(t,ω)

∂ω

∣∣∣∣
ω=0

. (7.5)

In Fig. 7.9, the nonthermal distribution functions nk(t,ω) for k = π
2 (Fermi

level) at times t = 10, 20 and 30, for the ramp from U = 1.5 to U = 2 at initial
temperature T = 0.05, are plotted. The Fermi distribution function evaluated
at the thermalized temperature Ttherm = 0.0852 is also shown in grey. One can
notice that even at time t = 30, the distribution function is nonthermal and
this has been reported in previous studies where an interaction quench in the
weak coupling regime led to nonthermal stationary distributions at the Fermi
level [70, 88, 92]. On the other hand, when the momenta differ from k = ±π

2 ,
the relaxation rate of the distribution towards the thermalized one is faster, as
can be seen in the inset plot of Fig. 7.9 plotting the effective temperature ex-
tracted from the slope of nk at ω = 0 (Eq. (7.5)). The inset plot shows that the
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2 is plotted for the same
quench. The inset shows the difference between the time traces of the
quenched system and the thermalized system (T = 0.085 and U = 2.0).

effective temperature for various k-points are significantly different from each
other for times t ≲ 10 and that they converge to the thermal temperature on
a timescale of O(10), except for k = ±π

2 . This k-dependent relaxation of the
distributions on a timescale of O(10) might be causing the upturn/downturn
in the π-ton spectra in Fig. 7.7 (right panels). Hence, the slow relaxation of
the distribution at the Fermi level, which is expected from Fermi liquid the-
ory, dramatically slows down the thermalization of the RPA-type π-ton vertex
corrections. In the case of a down ramp, because the heating effect is stronger,
the distribution functions thermalize faster compared to the quench up and the
prethermalization phenomenon is less prominent.

Alternatively, the prethermalization can be detected directly in the time de-
pendence of the Green’s functions’ Keldysh components. In Fig. 7.10 the lesser
spectral function ImG<(t, t + ∆t′) for 0 ≤ ∆t′ ≤ 20 is plotted. The same inter-
action ramp is used as in Fig. 7.9, i.e. from U = 1.5 to U = 2, and the initial
temperature is also T = 0.05. The inset shows the difference of the various time
traces to the thermal result, namely ImG<therm(t, t + ∆t′) at Ttherm = 0.0852 and
constant interaction U = 2. These real-time comparisons confirm the slow relax-
ation of the distribution function to its thermal value, and consequently of the
π-ton vertex corrections. This would mean that the ladder-type vertex correc-
tions, which are prominent near the AFM phase boundary, be it the single- and
double-ladder vertex corrections, would have a large effect on the nonthermal
optical properties in weakly-correlated Hubbard systems. The prethermaliza-
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tion phenomena dominates the slow relaxation of the conductivity after an
interaction perturbation.

7.2 tpsc and variants

The nonequilibrium TPSC method and its variants will be applied to interaction
ramps as well as lattice hopping ramps. In particular, the interaction ramps
will be carried out in the 2D and 3D single-band Hubbard model. In this thesis,
the lattice hopping quenches will be mainly focused on the transition from
a 2D nearest-neighbor square lattice system to a 3D cubic nearest-neighbor
system, and vice-versa. Note that the lattice hopping and interaction are not
quenched simultaneously, as it would be hard to disentangle the effects from
one another. In Section 7.2.1, the nonequilibrium results obtained from using
TPSC and TPSC+GG are presented whereas in Section 7.2.2 those obtained from
DMFT+TPSC are shown. The section about TPSC and TPSC+GG is organized
like the equilibrium results of Section 6.2, in that the 2D and 3D results are
mostly separated out.

7.2.1 TPSC and TPSC+GG

In the first place, both nonequilibrium TPSC and TPSC+GG are applied to the
half-filled – unless mentioned otherwise – 2D Hubbard model (3.9) to study
the nonthermal dynamics induced by interaction ramps. Then, the 3D results
are tackled, trying to understand the effect of dimensionality on single- and
two-particle nonthermal dynamics.

7.2.1.1 2D

The effect of the interaction ramp profile on the nonthermal dynamics and the
thermalization of the local two-particle quantities Γsp(t), Γch(t), as well as the
double occupation D(t) = ⟨n↑(t)n↓(t)⟩, is studied in Fig. 7.11, after ramps from
U = 1 to U = 3 with initial temperature T = 0.33 using TPSC+GG. The bare
interaction ramps for both the slow and fast ramps are indicated by the black
dot-dashed and dotted lines, respectively, having rescaled the profile for better
comparison.

For the fast ramp, the dynamics of Γsp(t) and Γch(t) seem to decouple – more
than for the slow ramp – over the timescale thop. Furthermore, Γsp(t) reacts very
quickly to the change in U – the spin vertex grows on the timescale set by the
ramp –, although the growth of Γch is delayed. The fast response and relaxation
after the ramp of Γsp can both be explained from Eq. 5.54: the right-hand side is
proportional to U(t), while the denominator is constant and D(t) changes only
marginally in time, i.e. in the bracket of 10− 20% change. In the bottom panel
of Fig. 7.11, the double occupation continues to decrease up to t ≈ 1.8 after
the fast ramp, thereby producing the overshooting of Γsp. Past t≈ 2, the double
occupation D(t) is thermalized such as Γsp, because both reach a constant value.
In the charge channel, the small change of the double occupation after the ramp
still produces, via Eqs. (5.68) and (5.64), a persistent increase of Γch. All the local
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Figure 7.11: Dynamics after interaction ramps from U = 1 to U = 3 using TPSC+GG.
The dotted and dash-dotted lines show the ramp profiles in arbitrary units.
The quantities plotted in light (dark) colors correspond to the slow (fast)
ramp. Top panel: charge irreducible vertex Γch(t). Middle panel: spin irre-
ducible vertex Γsp(t). Bottom panel: Double occupancy D(t). The arrows
on the right indicate the thermalized values for the slow and fast ramps
calculated from Etot after the ramp. The ramp shapes are described by
Eq. (7.3).

quantities reach a plateau at large enough t whose value depends only slightly
on the ramp profile: this relates to the fact that the inverse temperatures βth
of the thermalized systems do not differ much after the fast and slow ramps,
namely βth = 1.7 and βth = 2.1, respectively. Only a slight difference in the
thermalized values can be observed in Γch (top panel of Fig. 7.11), probably
due to a stronger temperature dependence of Γch (see, e.g. Fig. 6.16).

Like discussed at the beginning of Section 7.1, the interaction ramps inject
some energy ∆E into the system making the temperature of the thermalized
state higher than that of the initial state. As explained in Appendix I, the in-
verse thermalized temperature βth can be computed from the total energy of
the system calculated after the ramp, where the total energy is given by the
sum Etot(t) = Ek(t) + Ep(t), with the kinetic energy Ek(t) given by Eq. (7.1)
and the potential energy Ep(t) given by Eq. (7.2). To remind oneself, ϵk appear-
ing in Ek(t) corresponds to the square lattice nearest-neighbor dispersion rela-
tion (6.2). In TPSC and TPSC+GG, since Etot(t) is conserved after the ramp to
a good approximation, this enables one to find βtherm by searching for the β of
the thermal system with the post-ramp U and energy Etot(0) + ∆E. In Fig. 7.11,
the black arrows indicate the thermalized values for the two ramps, but they
are indistinguishable for the fast and slow ramp at that temperature for all
quantities except Γch. The fact that the thermal reference data agree well with
the long-time values is a clear indication that TPSC+GG captures the relatively
fast thermalization of local quantities after the ramps. By ramping down

the interaction to
small U, the
susceptibilities
become more alike
approaching the
Lindhard
function [31].

Through TPSC and TPSC+GG, the k-resolved time evolution of the spin
and charge susceptibilities’ spectra can be accessed, as shown in Fig. 7.12 for
TPSC+GG and Fig. 7.13 for TPSC. On the y-axis, a similar notation to Figs. 6.24
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Figure 7.12: Top (Bottom) panels: Difference spectra of the lesser component of the
charge (spin) susceptibility after the interaction ramp shown in the inset,
using TPSC+GG. The inset black triangle illustrates the path in reciprocal
space along which the spectra are displayed. The times ti and t f used in
the calculation of the difference spectra are annotated in each panel. The
time window used in the Fourier transformation is ∆t = 5. Each row of
panels uses the same colorscale.

and 6.25 is employed, to the exception that now ∆Q(t f , ti;ω) ≜ Q(t f ;ω) −
Q(ti;ω), with Q some arbitrary contour-time object. In this particular case, the
spectral time differences that are plotted show the imaginary parts of the lesser
components of the charge (top panels) and spin (bottom panels) susceptibil-
ities. The middle inset plot of Fig. 7.12 shows the profile of the interaction
ramp from U = 3 to U = 1, with its inflection point coinciding with t = 1. The
initial temperature is T = 0.33. The interaction ramp corresponds to the upside-
down version of the fast one used in Fig. 7.11. The panels on the left-hand side
show ∆Q(t f = 1, ti = 0;ω), while the right-hand side panels show later-time
differences ∆Q(t f = 2, ti = 1;ω). On the top panels of Fig. 7.12, ∆χch displays
some shift of the dispersive features that results from the reduced broaden-
ing of the density of states with smaller U. Interestingly, the charge spectral
excitations have nonzero weight near ω ≃ 0 during the ramp, with maximum
intensity around kπ = (π,π), indicating the appearance of transient low-energy
charge excitations. Moreover, a two-peak structure with inverted weight pops
up around k = (0,π).The colorbar is

symmetric with
respect to 0, having

it largest absolute
single value setting

both the negative
and positive scales.

The bottom panels of Fig. 7.12 show the time evolution of the spin excita-
tions throughout the ramp from U = 3 to 1. It clearly shows a depletion of the
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Figure 7.13: Difference spectra analogous to Fig. 7.12, but calculated with TPSC. The
corresponding initial and final times ti and t f are indicated in each panel.
Top (Bottom) panels: The spectral difference of the lesser charge (spin) sus-
ceptibility after the interaction ramp shown in the inset (the vertical bars
indicate the times ti and t f ). The inset black triangle illustrates the path
in reciprocal space along which the spectra are displayed, with the green
coordinates corresponding to the initial k-point. The time window used
for the Fourier transformation is ∆t = 5. Each row of panels uses the same
colorscale.

spin excitations around kπ, where the spectral weight is strongly reduced. This
reduction of the spectral weight at the AFM wave vector is expected since the
combined effect of the reduced U and the heating suppresses the antiferromag-
netic correlations; one effectively moves away from the renormalized classical
regime. The larger spectral change is observed in the second half of the ramp
for the two susceptibilities.

The k-defined spectral difference shown in Fig. 7.12 can be compared to
that computed with TPSC, which does not insert the single-particle interact-
ing Green’s functions (5.66) back into the noninteracting two-particle Green’s
function (5.65) iteratively. In Fig. 7.13, the difference spectra of the TPSC lesser
component of the charge (top panel) and spin (bottom panel) susceptibilities
are shown for the same interaction ramp as in Fig. 7.12 (see middle inset plots).
The initial inverse temperature is also β = 3. The main difference between TPSC
and TPSC+GG turns out to be in the colorscale between the bottom panel of
Fig. 7.13 and the bottom panel of Fig. 7.12; TPSC shows a larger decrease of the
kπ spin excitations when compared to TPSC+GG. These differences arise due
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to the fact that TPSC overestimates the spin correlation growth. The TPSC and
TPSC+GG charge spectra give out similar results for the charge susceptibility
(top panels).
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Figure 7.14: Results analogous to Fig. 7.11 using TPSC. The quantities plotted in light
colors are associated with the smooth interaction ramp and those in dark
colors with the sharp interaction ramp. The dotted lines represent the in-
teraction ramps in arbitrary units. Top panel: charge irreducible vertex Γch.
Second panel: spin irreducible vertex Γsp. Third panel: Double occupancy
D(t). Bottom panel: α parameter enforcing the sum-rule Eq. (5.71). The
thermal values for the two different ramps are almost indistinguishable.

Likewise, the local quantities computed with TPSC can be traced out across
time, as is done in Fig. 7.14, where the irreducible vertices, the double occu-
pancy and the parameter α are illustrated for different ramp profiles. The initial
temperature is T = 0.33 and the thermal temperatures for the slow (fast) ramp
is βtherm = 2.83 (βtherm = 2.71). The same ramp profile as those in Fig. 7.11 are
used. The steeper ramp therefore heats up more the system than the slower one,
as is the case for TPSC+GG. The heating effect ensuing the interaction ramp is
less strong than for TPSC+GG, where the thermal temperatures are significantly
higher. Like for TPSC+GG (Fig. 7.11), the charge vertex approaches the thermal
value later than the spin vertex and the transient evolution of the charge vertex
does not follow the ramp profile. Furthermore, since the thermalized temper-
atures after the slow and fast ramps do not differ as much as in TPSC+GG,
the thermalized Γch’s almost coincide in TPSC. Noticeably, some oscillations
emerge in the charge vertex after the ramp, but not in the spin vertex. These os-
cillations carry a dominant frequency harmonic of ωosc ≃ 2π

W , where W = 8thop

is the square lattice bandwidth. These oscillations persist when changing some
tuneable parameters such as the time step, Matsubara grid and k grid dis-
cretization. Once again, the thermal values expected for the different quantities
after the slow and fast ramps are pointed by the black arrows, which can be
hardly distinguished between the two ramps. These reference data are calcu-
lated from the total energy after the ramp. The TPSC results of the vertices
Γch and Γsp thermalize at values which are farther apart from each other as
compared to the TPSC+GG (Fig. 7.11).
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Figure 7.15: Top (Bottom) panels: Difference spectra of the TPSC+GG lesser component
of the charge (spin) susceptibility after the interaction ramp from U = 1
to U = 3 shown in the inset. The time window employed in the Fourier
transformation is ∆t = 5. Each row of panels uses the same colorscale.

So far, only the down interaction ramps have been touched on. In Fig. 7.15,
the k-resolved time differences of the lesser spectral weight of the spin (bottom
panels) and charge (top panels) susceptibilities calculated within TPSC+GG are
plotted for a ramp from U = 1 to U = 3. The initial temperature inputted in the
simulations is T = 0.33. This ramp profile is the mirror equivalent along the real-
time axis of the down ramp previously employed. Using the same figure layout
as Fig. 7.12, the middle inset panel illustrates the up interaction ramp with
the vertical colored bars indicating the times involved in ∆Q(t f , ti;ω). Looking
first at the charge response, differently from Fig. 7.12, the up ramp clears out
the nonthermal low-energy charges excitations that emerge from the charge
scrambling during the down interaction ramp. Dismissing the latter, Fig. 7.15

looks rather like the negative contrast of Fig. 7.12 as far as the charge spectra
are concerned: part of the charge spectral weight is shifted to higher absolute
energy because of the enhanced broadening caused by the interactions. For
the spin spectral time differences, since the up ramp brings the system closer
to the renormalized classical regime, ∆χsp,<(t f , ti;kπ) is positive portraying an
increase in the AFM spin-spin correlations. The stronger heating in the up ramp
makes it so that the spectral increase of ∆χsp,<(t f , ti;kπ) does not compensate
the loss observed in Fig. 7.12, since a higher temperature means weaker spin
correlations at kπ.
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Figure 7.16: Top (Bottom) panels: Difference spectra of the TPSC lesser component of
the charge (spin) susceptibility after the interaction ramp from U = 1 to
U = 3 shown in the inset. The time window employed in the Fourier trans-
formation is ∆t = 5. Each row of panels uses the same colorscale.

Fig. 7.16 shows the TPSC results for the spin and charge susceptibilities for
the same up ramp as in Fig. 7.15 and same initial temperature. Among the
differences that stand out between the TPSC and TPSC+GG results are the
changes in the spectra in TPSC that are substantially larger than in TPSC+GG
(about 4 times larger) – even more so than for the down ramp (2 times larger in
Fig. 7.13). Also, the time differences for the first and second half of the ramp are
more similar in TPSC+GG for the two responses as opposed to TPSC, in which
case the first time differences (left panels) show weaker spectral amplitudes. In
both TPSC and TPSC+GG, the transient charge excitations near ω ≃ 0 show up
during the down ramp, not during the up ramp.

There are many ways to read out the momentum dependent time evolution of
the responses, each of which enables one to emphasize on some characteristics
of the data. One way adopted so far has been to look at the time differences of
the spectra. A different stance would be to follow up the time evolution of the
full susceptibility spectra, like shown in Fig. 7.17, where the lesser component of
the spin susceptibility (left panels) and of the charge susceptibility (right panels)
after an interaction ramp, obtained with TPSC+GG, are shown at momentum
kπ. The upper (lower) row of panels plot the spectra for an upward (downward)
interaction ramp, as shown in the inset plots. The colors of the vertical bars in
the inset plots associate with those of the spectra. For U = 3 and T = 0.33,
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Figure 7.17: The imaginary parts of the lesser component of the spin (left panels) and
charge (right panels) susceptibilities for momentum kπ . The top (bottom)
panels display the evolution of the susceptibilities upon ramping the in-
teraction up (down). The initial temperature is T = 0.33. The insets show
the profiles of the interaction ramps with the vertical bars representing
the times for which the spectra are calculated. The time window for the
Fourier transformation is ∆t = 5.

the system is close to the renormalized classical regime, as can be seen from
glancing at Fig. 6.14 [152]. Focalising at momentum kπ in Fig. 7.12, the same
trends can be observed in Fig. 7.17 (bottom panels) from a different perspective:
the dispersive nature of the charge excitation spectra is renormalized in the
same way and the spin correlations are depleted at kπ. The same exercise can
be done for the up ramp with Fig. 7.15 and the top panels of Fig. 7.17, both
datasets corroborating each other.

In the same spirit to what was done in Section 7.1.2 when studying the π-ton
vertex corrections, nonthermal effective temperatures can be drawn out from
the one- and two-particle quantities G, χch, and χsp. For that purpose, similar to
Eq. (7.5), a frequency and momentum dependent inverse temperature βk(t,ω)

measured at time t is introduced by the formula [24, 121]

βk(t,ω) =
1
ω

ln

[
∓
AR

k (t,ω)

A<
k (t,ω)

± 1

]
, (7.6)

which boils down to the inverse temperature of the system in equilibrium. In
Eq. (7.5), the effective temperature was determined computing the slope of the
distribution function at the inflection point, whereas now, Eq. (7.6) is more
complete in that it bestows a frequency dependence to the effective nonthermal
temperature. In Eq. (7.6), the upper (lower) sign holds for bosonic (fermionic)
quantities. If the quantities G, χch and χsp are grouped under Λ, thenAR

k (t,ω) =

− 1
π ImΛR

k (t,ω) (cf. Eq. (2.31)) stands for the spectral function, computed with
the retarded component, while A<

k (t,ω) = 1
2π ImΛ<

k (t,ω) (cf. Eq. (2.28)) [5].
In Fig. 7.18, the nonthermal inverse temperature βk(t,ω) is plotted for k =

(0,π) (left panels) and k = (π
2 , π

2 ) (right panels) before the interaction ramp
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Figure 7.18: Effective inverse temperatures βk(t,ω) for the Fermi momenta k = (0,π)
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2 , π
2 ) (see Eq. (7.6)). The gray curve plots the initial

β = 3, the blue curve βk(t = 0.2,ω), the red curve βk(t = 1,ω), the green
curve βk(t = 2,ω), and the black curve the thermalized value βth = 2.35.
The top panels show the effective inverse temperature extracted from χch,
the middle panels for χsp and the bottom panels for G.

(t = 0 and t = 0.2), during the ramp (t = 1), after the ramp (t = 2) and in the
thermalized state. These momenta lie at the Fermi level as depicted by the col-
ormaps of the single-particle spectra of Section 6.2.1.1. The interaction ramp
profile is the same as the one illustrated in Fig. 7.12 in the inset plot. Interest-
ingly, for the two Fermi momenta, one finds that while a nonequilibrium tem-
perature can be defined by Eq. (7.6), in the sense that βk(t,ω) varies slowly with
ω near ω = 0, all the three quantities exhibit different nonequilibrium temper-
atures and different relaxations towards the thermal value. For k = (0,π), theA negative

temperature can be
associated with an

inverted population
of the states: more
high energy states
are populated than

the lower energy
states.

charge susceptibility displays a negative effective temperature in the middle of
the interaction ramp (t = 1) around ω = 0, which is related to the short-lived
transient charge excitations with inverted weight near ω ≃ 0 seen in Fig. 7.12.
For k = (π

2 , π
2 ), the charge susceptibility does not yield negative effective β for

the times considered, although the result for t = 1 corresponds to a high effec-
tive temperature and displays a significant ω-dependence. At t = 1 and later, for
both Fermi momenta, the charge susceptibility effective temperature becomes
almost ω-independent and slowly approaches the thermal value. The spin sus-
ceptibility shows a positive βk(t,ω) for all intermediate times (t = 0.2,1,2) and
an even slower relaxation. At t = 2, the charge and spin susceptibilities yield
comparable inverse temperatures for given k, but the results differ between
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the two momenta. The βk=( π
2 , π

2 )
(t,ω) and βk=(0,π)(t,ω) extracted from the one-

body Green’s function correspond to very high effective temperatures, which in-
crease up to t = 2. The slow thermalization of Gk near the Fermi level in weakly
correlated systems is expected and has already been discussed in Refs. [92, 119].

7.2.1.2 3D

In the 3D case, interaction ramps as well as lattice hopping ramps are used to
validate the performance of TPSC and TPSC+GG in dimensions larger than 2.
The cubic lattice will be the main unit-cell studied, although like mentioned
earlier, the C++ code2 can handle more 3D unit-cells. For that purpose, as a
first scenario looked into, the quench will be of dimensional nature, that is to
say, a lattice hopping ramp in the direction perpendicular to the plane thop

z
will be applied. Hence, in Fig. 7.19, a dimensional ramp from the square lat-
tice (thop

z = 0 in Eq. (6.3)) to a cubic lattice (thop
z = 1 in Eq. (6.3)) is calculated

at constant interaction U = 2.5 and initial temperature T = 0.2 for both TPSC
(solid lines) and TPSC+GG (dashed lines). The top panel of Fig. 7.19 shows a
decreasing Γch when the dimension is increased. This makes sense, since the
double occupancy (second last panel) increases with the ratio W/U increasing
– recall that moving from 2D to 3D, the bandwidth passes from 8thop (square
lattice) to 12thop (cubic lattice) –, meaning that the effective charge vertex is re-
duced. On the other hand, the spin irreducible vertex Γsp varies in the opposite
direction, due to the fact that the double occupancy D increases and both Γsp

and D are related via the ansatz (5.54). This is exactly what is observed in the
second panel from top of Fig. 7.19. As a last panel, the renormalizing parameter
α is plotted as a function of time (see Eq. (5.71)). In the case of TPSC, this quan-
tity however takes more time to thermalize, since its description (Eq. (5.71)) is
strongly affected by the k-dependent thermalization of the (convolved) single-
particle quantities. Overall, TPSC admits larger variations of the quantities with
faster thermalization compared to TPSC+GG.

Thus, quenching from 2D to 3D brings closer the spin and charge vertices, as
already depicted by Fig. 6.13. Therefore, the deviation of Γsp/ch with respect to
U seems to hinge strongly on the ratio W/U. As a side note, this assessment
would in consequence mean that the RPA-type post-processing method to treat
the two-particle vertex corrections (Section 6.1) would be more reliable in 3D
for a wider range of interactions and temperatures.

By construction, nonequilibrium TPSC and its variants rely to a much larger
extent on the conservation of the potential energy Ep than on the kinetic en-
ergy Ek. This hinges on the fact that the local irreducible vertices are strongly
dependent on the double occupancy D (see for instance Eqs. (5.54), (5.68) or
(5.71)). Hence, when the total energy deviates after the ramp, which happens
for too large and/or too fast ramps, especially for TPSC following a lattice hop-
ping ramp like depicted in Fig. 7.20, it is caused by Ek in virtually all cases
– it is similar to bare IPT which is the impurity solver used in DMFT+TPSC
(see Figs. 7.1 and 7.2). Therefore, as long as Ep is stable after the ramps, which
is the case in most situations, the TPSC quantities such as Γsp/ch and D will

2 The code can obtained upon request.
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Figure 7.19: Local TPSC (solid lines) and TPSC+GG (dashed lines) quantities in a di-
mensional ramp from a square lattice to a cubic translating into a ramp
from thop

z = 0 to thop
z = 1 in the dispersion relation (6.3). The initial tem-

perature is T = 0.2 and the constant interaction is U = 2.5. The charge
irreducible vertex (top panel), spin irreducible vertex (second panel from
top), Dimp (third panel from top) and α (bottom panel) are plotted for a
time window of ∆t = 7.

stabilize at some value. One particularly useful observation is that even if
Ek drifts, thermalized temperatures can be assigned within TPSC frameworks
by matching the post-ramp values of the local quantities (Γsp/ch and D) with
those calculated at equilibrium for the same post-ramp value: the Ttherm val-
ues thereby extracted for each local quantities are almost exactly the same3, i.e.
Ttherm(Γch) = Ttherm(Γsp) = Ttherm(D). When calculating the thermalized tem-
perature of the system after the thop

z ramp in Fig. 7.19, one finds that the vari-
ation from the initial temperature (T = 0.2) is negligible in TPSC. Hence, the
thermalized values of the local quantities depicted in Fig. 7.19 are those, at
equilibrium, of a cubic lattice at U = 2.5 and Ttherm ≃ 0.204. On the other hand,
the thermalized temperature calculated from TPSC+GG would be much higher,
that is Ttherm ≃ 1.06. The way the thermalized temperature is computed after aThe system heats up

much more in
TPSC+GG as well
when ramping the

interaction,
compared to TPSC

(see Section 7.2.1.1).

lattice hopping ramp is the same as the one explained for U-ramps (Eq. (7.3)),
with the exception that equilibrium results are calculated with the post-ramp
thop
z (U is fixed).

Next, the spectral time evolution of the spin and charge susceptibilities is
studied across the dimensional ramp in Fig. 7.21. The spectral evolution is
tracked down at momentum kπ = (π,π,π). In the top panel, the spin suscepti-
bility shows that the peak at ω ≃ 0 melts down when going to third dimension:
the spins scatter less at momentum kπ. Also, the energy domain of spin spectral
excitations is stretched out to larger absolute energies since the bandwidth is

3 This is however not the case in DMFT+TPSC.
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increased. Like in 2D (Section 7.2.1.1), the spin spectral weight tends to thermal-
ize slower than the charge excitation spectra. In the bottom panel, the charge
spectral weight features also an increase of its energy domain. Apart from the
broadening it is subject to, the spectral peak is also shifted up in energy when
going to 3D: this would be because the bandwidth becomes substantially wider,
i.e. the ratio W/U is increased (see Fig. 7.20).
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Figure 7.20: Evolution of the local electronic density of states when passing from a 2D
square lattice to a 3D cubic lattice at half-filling. The equation describing
this evolution is Eq. (6.3), with thop

z the perpendicular lattice hopping being
changed.

The spectral time-cuts shown in Fig. 7.21 are taken out of the full k-dependent
spectral evolution of the spin and charge susceptibilities displayed in Fig. 7.22.
The inset plot of Fig. 7.22 illustrates the ramp profile of thop

z , with the vertical
bars matching the spectral time cuts sharing the same color. In the top panel of
Fig. 7.22, the spin lesser spectral weight at kπ shows an important reduction of
the peak at ω ≃ 0 associated with the AFM ordering when going to 3D from
2D. In addition, the excitation spectra stretch out to larger absolute frequencies
in relation with the enlarged bandwidth W. The enlargement of W in 3D can
also be observed in the charge spectral weight displayed in the bottom panel
of Fig. 7.22, where the charge excitation spectra that peaked around ω ≃ −8 is
redistributed across roughly the same energy window ω ∈ [−13,2] as the spin
spectral weights.

In Fig. 7.22, the full k-defined spectral time difference is drawn for the charge
susceptibility in the top panels and the spin susceptibility at the bottom. The
y-axis folds back onto the inset wedge of the irreducible Brillouin zone (black
triangle) in the sense the arrows point to. The black triangle lies within the recip-
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Figure 7.21: The imaginary parts of the lesser component of the spin (top panel) and
charge (bottom panel) susceptibilities for momentum kπ using TPSC. The
initial temperature is T = 0.2 and interaction U = 2.5. The inset shows the
profile of the perpendicular hopping ramps thop

z with the vertical bars rep-
resenting the times at which the spectra are calculated. The time window
for the Fourier transformation is ∆t = 2.5.

rocal plane kz = π. On the left-hand side of Fig. 7.22, the difference ∆χ(t f , ti;ω)

is plotted for ti = 0 and t f = 1.2, whilst ti = 1.2 and t f = 2.4 on the right-hand
side. The inset plot traces the perpendicular hopping ramp with the vertical
bars indicating the time snapshots ti and t f . Firstly, one striking feature stand-
ing out is the unevenness between the left and right panels; much of the change
happens in the first half part of the ramp, while almost nothing happens in the
second half of the ramp. This can be partly explained by the fact that these
spectra are computed using a forward Fourier transform (2.67) that employs a
time window ∆t that is larger than the duration of the ramp; these transforms
take into account the state after the ramp, even at early times. Since the relative
weight of the ripples appearing at |ω| ≳ 15 varies a lot with the time window
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∆t used in the forward Fourier transform, these are artefacts of the Fourier
transformation that can be diminished. In the case of the charge susceptibil-
ity, the excitations are redistributed to larger absolute energies. Regarding the
spin excitation spectra, a wide array of k-points loose spectral weight around
ω ≃ 0, especially in the vicinity of kπ, as seen in the bottom panels of Fig. 7.21.
The ripples showing up in Fig. 7.22 at large absolute frequencies (|ω|≳ 15) are
artefacts that get slightly enhanced when increasing the time window ∆t in the
forward Fourier transform; for that reason, ∆t = 2.5 for all time difference col-
ormaps plotting dimensional crossover ramps. Those artefacts can be spotted
in the lower left corner of the bottom panel of Fig. 7.21.
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Figure 7.22: Top (Bottom) panels: Difference spectra of the lesser component of the
charge (spin) susceptibility after the interaction ramp shown in the inset.
The inset black triangle illustrates the path in reciprocal space along which
the spectra are displayed, within the plane cut kz = π. The times ti and t f
used in the calculation of the difference spectra are annotated in each panel.
The time window used in the Fourier transformation is ∆t = 2.5. Each row
of panels uses the same colorscale. The method used here is TPSC.

Finally, an interaction ramp using TPSC+GG in 3D is done from U = 4 to
U = 2 to check out if there are similarities with what was observed in 2D inter-
action ramps, as shown in Fig. 7.12. The Figure 7.23 illustrates the lesser com-
ponent spectral difference ∆χ(t f , ti;ω) for ti = 0 and t f = 1.2 on the left-hand
side, and for ti = 1.2 and t f = 2.4 on the right-hand side. The top panels show
the charge susceptibility whereas the bottom ones show the spin susceptibility.
Again, the middle inset plot shows the interaction ramp profile. The triangle
inset, which displays the k-point layout along the y-axis in the direction of the
arrows starting from the green coordinate, lies in the kz = π plane. From inspect-
ing the charge susceptibility spectral differences, one can notice the appearance
of transient low-energy charge excitations for most k-points, like was reported
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in the 2D case (see Fig. 7.12) [121]. Turning to the spin spectral difference, one
can see once again salient similarities: a spectral reduction at kπ = (π,π,π)

dominates the picture because, on top of the heating phenomenon, the decrease
in U pushes the system farther away from the 3D renormalized classical regime
in the (T,U)-plane.
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Figure 7.23: Top (Bottom) panels: Difference spectra of the TPSC+GG lesser component
of the charge (spin) susceptibility after the interaction ramp from U = 4
to U = 2 shown in the inset. The time window employed in the Fourier
transformation is ∆t = 5. The 3D cubic lattice model is used and the initial
temperature is T = 0.33. Each row of panels uses the same colorscale.

7.2.2 DMFT+TPSC

In this section, several results are presented of the self-consistent DMFT+TPSC
and DMFT+TPSCα methods introduced in Section 5.2.9. Just like for the nonequi-
librium TPSC and TPSC+GG, the quantity ramped in 2D is the interaction,
whereas in 3D both the interaction parameter and the lattice hopping term are
ramped in time. The strengths of the DMFT+TPSC schemes in systems out of
equilibrium will be mainly discussed in the beginning.

In Section 6.2.1.1, it was shown by comparing to DiagMC (Figs. 6.26 and
6.27) that the equilibrium self-energy at the antinodal point of the Fermi surface
calculated with TPSC+GG and DMFT+TPSC was improved substantially, espe-
cially at higher temperatures in the case of DMFT+TPSC. One could therefore
naively argue that TPSC+GG would be superior to all other methods at com-
puting the nonlocal electronic correlations out of equilibrium. This is however
not the case, as will be shown further down. It will be shown that DMFT+TPSC
surpasses the array of methods introduced in this thesis when it comes to non-
thermal transient correlations.
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Let’s start off by comparing the local electronic double occupancy following
an interaction ramp from U = 0→ 1 and one from U = 1→ 2 in the 2D nearest-
neighbor Hubbard model. The goal is to compare the nonthermal dynamics
captured by various methods that are reliable at weak coupling. For that pur-
pose, the lattice second-order method4 Σ(2) [135], DMFT+IPT with second-order
IPT as impurity solver (see Eq. (3.26)), the original formulation of TPSC (OG
TPSC), DMFT+TPSC and TPSC+GG are tested one against the other. To put it
as a reminder, OG TPSC does not enforce the sum-rule (5.71) introducing some
time-dependent parameter α that evens out the double occupancy calculated
from the TPSC ansatz Eq. (5.54) and that computed from the trace over lattice
TPSC quantities (5.104) (the double occupancy from the ansatz (5.54) is the ref-
erence value). Because both DMFT+IPT and Σ(2) are reliable at weak coupling,
the data from these two methods will be benchmarked upon.

In Fig. 7.24 are shown the double occupancies calculated from lattice quan-
tities as a function of time across the interaction ramp U = 0→ 1 (top panel)
and the one U = 1→ 2 (bottom panel). For the single-orbital model, the double
occupancy shown in Fig. 7.24 is generically computed via

⟨n̂−σ(z)n̂σ(z)⟩ =
−i

2U(z)
Tr [Σk ∗ Gk[Σk]]

< (z,z). (7.7)

For the different methods compared, the self-energy Σk and lattice Green’s func-
tion Gk represent different expressions (see Table. 5.1). Indeed, in the case of lat-
tice IPT, Σk becomes Σ(2)

k (5.67) and the lattice Dyson equation to be solved is

Eq. (5.66) with its respective self-energy expression. For DMFT+IPT, Σk→ Σ(2)
imp

(Eq. (3.26)) with Eq. (3.14) representing the lattice Dyson equation. As for OG
TPSC, Σk→ Σ(1),TPSC

k (Eq. (5.63)) with Gk determined from Eq. (5.66). In the case

of TPSC+GG, Σk→ Σ(1),TPSC
k (Eq. (5.70)) with Gk determined from Eq. (5.66). Fi-

nally, for DMFT+TPSC, Σk is defined in Eq. (5.101) and Gk in Eq. (5.102).
Looking back at Fig. 7.24, the double occupancies D traced out by DMFT+IPT

and Σ(2) follow each other very tightly, both featuring a dip right after the bare
interaction ramp, succeeded by a fast thermalization for the two ramps. Out of
all the methods and for the two ramps, solely OG TPSC fails to reproduce the
qualitative transient behavior of this local quantity: it shows a sudden increase
of the double occupancy at the beginning of the interaction ramp with no dip
at the end. Furthermore, the thermalized value of D calculated from OG TPSC
differs quite a lot from the other methods, in particular for the ramp U = 1→ 2.
The unphysical behavior of D could also be related to the approximation of the
Bethe-Salpeter (5.69) that is used out of equilibrium. DMFT+TPSC agrees very
well at all times with the results of DMFT+IPT and lattice IPT Σ(2), especially
for the interaction ramp U = 0→ 1 (cf. top and bottom panels of Fig. 7.24).
One way to correct the transient anomalies of OG TPSC is to resort to the
sum-rule (5.71) in determining the second-level approximation (5.70): this is
nothing else than TPSC – TPSC+GG if there is self-consistency. Doing so, the
double occupancy does not show a transient dubious increase at the start of
the up-ramp and there is only one double occupancy, since that obtained from

4 Check out Eq. (5.67).



176 nonequilibrium results

0 1 2 3 4 5 6 7

t
[
t−1

hop

]0.20

0.21

0.22

0.23

0.24

0.25

0.26

0.27

T
r[

Σ
k
∗G

k
]<

(t
,t

)
+

1 4
n

2

Σ(2)

DMFT+IPT

OG TPSC

DMFT+TPSC

TPSC+GG

0 1 2 3 4 5 6 7

t
[
t−1

hop

]0.18

0.19

0.20

0.21

0.22

0.23

0.24

0.25

T
r[

Σ
k
∗G

k
]<

(t
,t

)
+

1 4
n

2

Σ(2)

DMFT+IPT

OG TPSC

DMFT+TPSC

TPSC+GG

Figure 7.24: Lattice-defined double occupancies calculated from Eq. (7.7) for lattice IPT,
DMFT+IPT, OG TPSC, DMFT+TPSC and TPSC+GG. The interaction ramp
travels from U = 0 to U = 1 (top panel) and from U = 1 to U = 2 (bottom
panel) at initial inverse temperature β = 5. The grey shading indicates the
time window over which the interaction changes. The model used is the
2D nearest-neighbor single-band Hubbard model (3.9).

the ansatz is explicitly equal to that calculated from the lattice quantities (left-
hand side of Eq. (7.7)). This correction is shown in Fig. 7.25 along with the
same results for Σ(2) and DMFT+IPT as in Fig. 7.24. DMFT+TPSC differs from
Fig. 7.24 in that the double occupancy illustrated in Fig. 7.25 is taken from the
impurity quantities (5.99). Again, the top panel of Fig. 7.25 displays the ramp
U = 0→ 1 while the bottom panel shows the ramp U = 1→ 2. However, the re-
sult changes slightly when using Dimp in DMFT+TPSC, since, as demonstrated
in Section 6.2.2, DMFT+TPSC approximately accounts for the double-counting
of the self-energy diagrams (see Fig. 6.36). In DMFT+TPSC, the change between
Dimp (Fig. 7.25) and DTPSC (Fig. 7.24) widens when the interaction is increased.
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In fact, the difference between the DMFT+TPSC data of Figs. 7.24 and 7.25 for
the ramp U = 0→ 1 is very small, i.e. of about 1%, while that of the ramp from
U = 1→ 2 is about 4%.
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Figure 7.25: Double occupancies calculated using the impurity quantities (5.99) in the
case of DMFT+TPSC. In the case of TPSC, the double occupancy taken
from Eq. (5.54) is shown. Nothing changes for lattice IPT, lattice Σ(2) and
TPSC+GG. The same model and parameters as in Fig. 7.24 are employed
and the top panel illustrates the ramp U = 0→ 1 and the bottom panel
shows U = 1→ 2. Once more, the grey shading indicates the time range
over which U changes.

Let’s now look at a particular interaction quench going from U = 1 to U = 3
corresponding to the same ramp profile as the slow one of Fig. 7.11. The initial
temperature is T = 0.33 at half-filling in 2D. In Fig. 7.26, the local irreducible ver-
tices Γch (top panel) and Γsp (second panel from top), the impurity double occu-
pancy Dimp (third panel from top) and lattice double occupancy DTPSC (bottom
panel) are displayed over a time window of ∆t = 8. After the ramp, Γch thermal-
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izes to 6.10 and Γsp to 2.06 in DMFT+TPSC (dashed lines). These values reached
upon thermalization in DMFT+TPSC are very close to these of TPSC+GG (solid
lines), which are Γch ≃ 6.01 and Γsp ≃ 2.05. The same goes for the local dou-
ble occupancies, which is calculated from Eq. (5.54) in TPSC+GG and from
Eq. (5.99) in DMFT+TPSC: for TPSC+GG, the value plateaued at is D = 0.172
and it is Dimp = 0.177 for DMFT+TPSC (green curves). In DMFT+TPSC, the
thermalized value of the double occupancy obtained from the lattice DTPSC

(Eq. (5.104)) reads 0.174 (orange curve), which is quite close to that of TPSC+GG.
In Fig. 7.26, the double occupancies DTPSC and Dimp overlap almost perfectly
on top of each other for the two schemes. Moreover, given that the interac-
tion ramp used in Fig. 7.26 is slower than that used in Figs. 7.24 and 7.25, no
transient dips in the double occupancies are observed: the curves reach almost
instantaneously their thermalized value after the interaction ramp is over. No-
tice that the charge vertex Γch (top panel of Fig. 7.26) is delayed compared to
the spin Γsp (second top panel of Fig. 7.26) in attaining its thermalized value,
as was reported in the case of TPSC (Fig. 7.14) and TPSC+GG (Fig. 7.11), which
contrary to DMFT+TPSC make use of the ansatz (5.54) binding explicitly D and
Γsp.
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Figure 7.26: Local DMFT+TPSC (dashed lines) and TPSC+GG (solid lines) quantities in
the 2D single-band nearest-neighbor Hubbard model for the ramp U = 1
to U = 3 at initial temperature T = 0.33. The charge irreducible vertex (top
panel), spin irreducible vertex (second panel from top), Dimp (third panel
from top) and DTPSC (bottom panel) are plotted for a time window of
∆t = 8.

To confirm that DMFT+TPSC gives sensible results for all k-points, time dif-
ferences in the k-defined susceptibility spectra are calculated with DMFT+TPSC
and compared with TPSC+GG and TPSC. For that matter, an up-ramp in inter-
action is utilized to compare all the methods in question. That ramp is shown
in Fig. 7.27 as inset plot for DMFT+TPSC. In fact, the ramp shown in Fig. 7.27

corresponds to the same as the one used in Fig. 7.26 and it is slower than the
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ones used in Figs. 7.15 (TPSC+GG) and 7.16 (TPSC). The spectral time differ-
ences ∆χch/sp,<(t f , ti;k) involve times ti = 0 and t f = 4 in the left panels of
Fig. 7.27, and times ti = 4 and t f = 8 in the right panels of Fig. 7.27. The fact
that the interaction ramp spans over a longer time window in Fig. 7.27 seems
to symmetrize the time difference ∆χch/sp,<(t f = 4, ti = 0;k) (left panel) and
∆χch/sp,<(t f = 8, ti = 4;k) (right panel) – they look more similar than the left
and right panels of Figs. 7.15 and 7.16 where a faster ramp is utilized. The latter
would be an indication that the forward Fourier transform mainly causes this
asymmetry in the time differences. Aside from this, the same aspects are picked
up by DMFT+TPSC, namely the growth of spin correlations when increasing
the interaction and the redistribution of the charge excitation spectra at larger
absolute energies due to the enhancement of the correlations.
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Figure 7.27: Top (Bottom) panels: Difference spectra of the TPSC lesser component of
the charge (spin) susceptibility after the interaction ramp from U = 1 to
U = 3 shown in the inset. The initial temperature is T = 0.33. The time
window employed in the Fourier transformation is ∆t = 5. Each row of
panels uses the same colorscale.

The main caveat regarding DMFT+TPSC as currently formulated, i.e. with-
out some parameter enforcing the equivalence of DTPSC (Eq. (5.104)) and Dimp

(Eq. (5.99)), is that there is no unambiguous way to determine a thermalized
temperature. Thus, an inverse temperature of βtherm ≃ 2.43 is obtained on the
impurity whereas one of βtherm ≃ 3.52 is obtained on the lattice. Therefore, the
impurity would be hotter than the lattice following the quench in Fig. 7.26. An-
other problem is that none of these Ttherm match with the values reached once
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they stabilize. Hence, neither of the Ttherm on the lattice nor on the impurity lead
to the “thermalized” values5 of the vertices and double occupancies had the val-
ues been calculated with the post-ramp U at Ttherm. However, as will be seen
next when ramping in dimensionality (from 2D to 3D), this difference in tem-
peratures between the impurity and the lattice unfolds interesting observations
in the local quantities. This discrepancy between DTPSC (Eq. (5.104)) and Dimp

(Eq. (5.99)) could in principle be cured by calling in a renormalizing parameter α

like in Eq. (5.105). This additional constraint leads to DMFT+TPSCα introduced
at the end of Section 5.2.9, which is however unstable out of equilibrium. The
discrepancy between the lattice and impurity quantities could also mean that
the impurity should be seen as some auxiliary object, just like the hybridization
function ∆ introduced in Section 3.2, and consider the lattice quantities to be
the physical ones.
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Figure 7.28: Local DMFT+TPSC quantities in the dimensional ramp from thop
z = 0 to

thop
z = 1 in the single-band nearest-neighbor Hubbard model for U = 2.5

at initial temperature T = 0.2. The charge irreducible vertex (top panel),
spin irreducible vertex (second panel from top), Dimp (third panel from
top) and DTPSC (bottom panel) are plotted for a time window of ∆t = 8.

Then, the same lattice hopping ramp as the one applied in Fig. 7.19 in TPSC
is carried out in DMFT+TPSC. This ramp takes off from thop

z = 0 (2D square
lattice) to thop

z = 1 (3D cubic lattice). The initial temperature is also T = 0.2, the
interaction is fixed at U = 2.5 and the filling is n = 1 (half-filling). In Fig. 7.28 are
shown Γch (top panel), Γsp (second top panel), the impurity double occupancy
(second-to-bottom panel) and the lattice double occupancy (bottom panel). The
overall trend follows that of Fig. 7.19, in that Γch falls down and Γsp goes up
when the dimensionality is increased from 2D to 3D. As a consequence, in
response to the decrease in charge scattering, the double occupancies rise, al-
though significantly less than what is observed in TPSC (Fig. 7.19). The main

5 In principle, in strict terms, the system would never really themalize, since Ttherm does not
associate with the post-ramp stabilized values of the physical quantities.
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qualitative difference that pops up in DMFT+TPSC that are absent in all other
methods for this particular set-up, are the transient humps – one located at
t ≃ 0.7 and the other at t ≃ 1.7 – showing up across all the local quantities in
Fig. 7.28. These humps seem to slow down the onset of the thermalization. As
shown in the inset plot of Fig. 7.29, the lattice hopping ramp stops at about the
same time that the second hump appears. Each hollow feature in the charge
vertex, corresponding to a sudden decrease of the charge interactions, correlate
with a hump in Γsp as well as in the double occupancies.
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Figure 7.29: Top (Bottom) panels: Difference spectra of the DMFT+TPSC lesser compo-
nent of the charge (spin) susceptibility after the perpendicular lattice hop-
ping ramp from thop

z = 0 to thop
z = 1 shown in the inset. The time window

employed in the Fourier transformation is ∆t = 2.5. Each row of panels
uses the same colorscale.

It was shown in Section 7.1 that the RPA-type π-ton vertex corrections, in con-
junction with the slow relaxation of the electronic occupation near the Fermi
level, drove the prethermalization phase following the interaction ramps. In
both TPSC and TPSC+GG, even though the local vertices thermalize rather fast
(within a few inverse thop), the k-defined susceptibilities associated with their
respective vertex (charge and spin) take much longer to thermalize as can be de-
duced from the nonthermal temperatures shown in Fig. 7.18. In DMFT+TPSC,
based off Fig. 7.28, one can clearly notice that the thermalization of the local
vertices and double occupancies is delayed compared to TPSC and TPSC+GG.
Thereof, it looks like the continuous feedback between the lattice degrees of
freedom and impurity degrees of freedom is related to the slow-down of the
thermalization, since all the quantities change well past the end of the ramp at
t ≃ 1.7, even if the total energy is constant (not shown).
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Finally, in complement to the local quantities plotted across the dimensional
ramp (Fig. 7.28), the spectral time differences ∆χch/sp,<(t f , ti;k) of the lesser
charge susceptibility (top panels) and spin susceptibility (bottom panels) are
shown for times ti = 0 and t f = 1.3 in the left panels of Fig. 7.29, and for times
ti = 1.3 and t f = 2.4 in the right panels. Just like was illustrated by Fig. 7.22

for TPSC, a significant asymmetry appears with the early times contributing to
most of the changes happening during the lattice hopping ramp. The results
from DMFT+TPSC display less ripples in the spectra than TPSC at higher abso-
lute frequencies, especially for the charge susceptibility. As for TPSC (Fig. 7.22),
the spin-spin correlations in the vicinity of kπ get reduced drastically when
going to 3D, since at fixed U, the crossover temperature Tx gets pulled down
(cf. Fig. 6.35); the heating effect is yet another factor reducing the spectral weight
at kπ.
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C O N C L U S I O N

Correlated many-body numerical methods treating nonlocal vertex corrections
have been investigated in this thesis in order to carry them over to nonequilib-
rium set-ups. The nonequilibrium methods that have been proposed, namely
the RPA post-processing DMFT method (Chapter 4), TPSC and TPSC+GG (Sec-
tion 5.2), and DMFT+TPSC and DMFT+TPSCα (Section 5.2.9), turn out to be
relatively cheap computationally speaking, considering the fact that nonlocal
nonequilibrium correlations are technically (and conceptually) hard to access.
Each of these methods performs well at weak coupling in Hubbard-like Hamil-
tonian models (Section 3.1) in 2D and 3D for a wide range of temperatures and
chemical dopings.

As a first method investigated, the RPA-type post-processing DMFT method
to compute two-particle vertex corrections (Chapter 4) was tested in the single-
band half-filled Hubbard model after an interaction ramp or quench, by com-
puting the nonlocal longitudinal optical conductivity and magnetic response.
Ladder vertex corrections of the RPA π-ton type were investigated in Section 6.1
at equilibrium and in Section 7.1 out of equilibrium. In agreement with previ-
ous studies related to the π-ton [18, 66, 120, 151], the relevant spectral features,
like that of a sharp spectral feature that emerges at low energy in the optical
conductivity when approaching the AFM phase boundary, were captured by
this method in equilibrium systems under the condition that U ≲ bandwidth/2.
In Section 7.1, it was shown that the single-ladder vertex corrections increased
upon quenching or ramping the interaction U if it brings the system closer to
the AFM phase in (U, T)-plane [119]. The up and down quenches or ramps
resulted in different dynamics of the π-ton, having the upward trends enhanc-
ing the π-ton-related spectral features and the downward ones reducing them.
This is due to the effects of heating and the U-dependence of the AFM phase
boundary. Furthermore, it was shown in Section 7.1.2 that ladder-type vertex
corrections, which are prominent near the AFM phase boundary (or some other
ordering instability with wave-vector kπ), have a significant effect on the opti-
cal properties in nonthermal, weakly-correlated Hubbard systems. In particular,
prethermalization phenomena in these vertex corrections dominate the slow re-
laxation of the conductivity after a quench or other perturbation. Since this
RPA-type DMFT post-processing method depends on the profile of the local
density of states, it was established that the observed prethermalization phe-
nomenon is primarily due to the slow relaxation of the nonthermal distribution
function happening close to the Fermi level, as was previously reported for
weakly interacting systems [92].

A rather different class of methods – to the count of 4 – have also been stud-
ied to tackle nonlocal correlations in 2D and 3D at equilibrium (Section 6.2)
and out of equilibrium (Section 7.2), namely TPSC and its variants introduced
in Chapter 5. Among these variants, two of them have been directly derived
from the original TPSC formulation, i.e. the so-called TPSC and TPSC+GG

185
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approaches in Section 5.2. TPSC differs from the original formulation [152]
in that it enforces an extra sum-rule necessary to stabilize the thermalized
states in nonequilibrium set-ups and render physically reasonable transient
dynamics. TPSC+GG is the TPSC counterpart that fulfils this sum-rule itera-
tively. In equilibrium, these approximate methods yield remarkably accurate
results in the intermediate-correlation regime [110, 121] and they satisfy the
Mermin-Wagner theorem [152]. Moreover, TPSC+GG fits very well the results
from DiagMC [110] and it would thereby correctly capture the growth of spin
correlations when approaching the renormalized classical regime. In nonequi-
librium studies (Section 7.2.1), the Hubbard model interaction and lattice hop-
ping term have been ramped in 2D and 3D. In Section 7.2.1, it was reported
that fast perturbations induce qualitatively different nonthermal dynamics in
the spin and charge channels, but the local vertices and double occupation ther-
malize within a few inverse hopping times [121]. The nonequilibrium imple-
mentation of TPSC and TPSC+GG on the KB contour turns out to capture inter-
esting nonthermal transient phenomena, such as low-energy charge excitations
corresponding to a negative effective temperature in the charge sector, and k-
dependent and frequency-dependent effective temperatures extracted from the
charge and spin susceptibilities and single-particle Green’s function. However,
to push the simulations to larger times and study the thermalization processes,
the implementation requires the usage of memory truncation techniques [113,
125, 154] and compact basis representations [67] to access the long-time dynam-
ics.

In an attempt to better capture the local correlations, TPSC has been com-
bined with DMFT to get rid of some assumptions that TPSC and TPSC+GG use,
namely the local irreducible spin vertex ansatz of Section 5.2.2. This method in-
troduced in Section 5.2.9 self-consistently introduces the local DMFT correlation
into the lattice TPSC self-energy. This method is made self-consistent since it im-
proves the conservation of energy, hence the determination of thermalized tem-
perature. However, on the basis that DMFT+TPSC does not possess a Luttinger-
Ward functional from which it is derived – it only resembles the Luttinger-ward
functional of second-order IPT at weak-coupling – the “thermalized” tempera-
tures reached might differ on the impurity and lattice subspaces. The latter is
mainly due to the fact that the impurity double occupancy strays away from the
lattice one when decreasing temperature. The temperature differences between
the impurity and the lattice demonstrates that this scheme is not internally con-
sistent. The results drawn out of this self-consistent DMFT+TPSC scheme agree
well with those reported in Ref. [89] using a non-self-consistent version. A way
to cure this double occupancy discrepancy is to once again introduce a one-
time parameter that forces the lattice and impurity double occupancy to match,
in the same spirit as TPSC+GG: this modified method is coined DMFT+TPSCα

and suffers from instabilities in nonequilibrium set-ups.
On the basis that single-band TPSC can be extended to deal with multi-

orbital Hund’s metals [155, 156] (Section 5.2.7) and extended-Hubbard [32]
model systems, its generalizations indicate that TPSC (and DMFT+TPSC) could
be combined with time-dependent Density Functional Theory input [20, 108]
so as to provide a promising and computationally tractable path towards re-
alistic simulations of photoexcited correlated materials. Moreover, extensions
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of nonequilibrium TPSC which account for nonperturbative local correlations
from DMFT [75, 89, 155] should capture strong correlation effects and could
provide access to nascent Mott physics.





Part VI

A P P E N D I C E





A
L A N G R E T H R U L E S

The Langreth rules for the convolution (2.18) and the products (2.19) are derived
for the lesser Keldysh component. Both the retarded (2.20) and advanced (2.21)
components will pop up naturally across the derivation.

To start out, the lesser Keldysh component is defined on the real-time branches
exclusively, meaning that Eq. (2.18) becomes

C<(t, t′) =
ˆ
C

dz A(t,z)B(z, t′), (A.1)

where the contour functions A and B are defined in Eq. (2.15). The next step is
to unpack the contour-defined functions according to Eq. (2.15)

C<(t, t′) =
ˆ
C

dz
[

Aδ(t)δ(t,z) + A>(t,z)Θ(t,z) + A<(t,z)Θ(z, t)
]

×
[

Bδ(t)δ(z, t′) + B>(z, t′)Θ(z, t′) + B<(z, t′)Θ(t′,z)
]
. (A.2)

By definition, Eq. (A.2) is defined only if t′ > t, and when writing C<(t, t), it
actually means C<(t, t+), with t+ infinitesimally later than t. C< can be discon-
tinuous when t = t′. Hence, in Eq. (A.2), the term with AδBδ vanishes. Also, in
Eq. (A.2), the terms multiplied by Θ(t, t′) disappear. Therefore, when expand-
ing, there remains

C<(t, t′) = Aδ(t)B<(t, t′) + A<(t, t′)Bδ(t′) +
ˆ
C

dz A>(t,z)B<(z, t′)Θ(t,z)Θ(t′,z)

+

ˆ
C

dz A<(t,z)B>(z, t′)Θ(z, t)Θ(z, t′) +
ˆ
C

dz A<(t,z)B<(z, t′)Θ(z, t)Θ(t′,z).

(A.3)

The first integrated term in Eq. (A.3) gives

ˆ t

t0

dt̄ A>(t, t̄)B<(t̄, t′). (A.4)

The second integrated term gives

ˆ t0

t′
dt̄ A<(t, t̄)B>(t̄, t′)− i

ˆ β

0
dτ̄ A<(t, τ̄)B>(τ̄, t′). (A.5)

The last integrated term gives

ˆ t′

t
dt̄ A<(t, t̄)B<(t̄, t′) =

ˆ t0

t
dt̄ A<(t, t̄)B<(t̄, t′) +

ˆ t′

t0

dt̄ A<(t, t̄)B<(t̄, t′).

(A.6)

By gathering up Eqs. (A.4), (A.5) and (A.6) back into Eq. (A.3), one obtains
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C<(t, t′) = Aδ(t)B<(t, t′) + A<(t, t′)Bδ(t′)− i
ˆ β

0
dτ̄ A¬(t, τ̄)B�(τ̄, t′)

+

ˆ t

t0

dt̄ [A>(t, t̄)− A<(t, t̄)]B<(t̄, t′) +
ˆ t′

t0

dt̄ A<(t, t̄)
[
B<(t̄, t′)− B>(t̄, t′)

]
,

(A.7)

where the definitions of the left-mixing and right-mixing components, were
used as stated in Table 2.1. In Eq. (A.7), by using the definitions of the advanced
(Eq. (2.21)) and retarded (Eq. (2.20)) Keldysh components, one can simplify to
finally get

C<(t, t′) =
ˆ t

t0

dt̄ AR(t, t̄)B<(t̄, t′) +
ˆ t′

t0

dt̄ A<(t, t̄)BA(t̄, t′)

− i
ˆ β

0
dτ̄ A¬(t, τ̄)B�(τ̄, t′). (A.8)

Regarding the products (2.19), it is more straightforward to work out their ex-
pression from Eq. (2.15). Although, these products do not preserve the structure
of the contour-defined functions (2.15), unless the one-time terms are zeroed,
i.e. Aδ = Bδ = 0. It is easy to see that

C<(>)(t, t′)

=
[
A<(t, t′)Θ(t′, t) + A>(t, t′)Θ(t, t′)

] [
B<(t′, t)Θ(t, t′) + B>(t′, t)Θ(t′, t)

]
= A<(>)(t, t′)B>(<)(t′, t), (A.9)

and that

C<(>)(t, t′)

=
[
A<(t, t′)Θ(t′, t) + A>(t, t′)Θ(t, t′)

] [
B<(t, t′)Θ(t′, t) + B>(t, t′)Θ(t, t′)

]
= A<(>)(t, t′)B<(>)(t′, t). (A.10)



B
G A U S S I A N I N T E G R A L S

Let’s consider a general one-variable Grassmann function of the form (2.84)

f (ηi;{η}) = 1 + ηiλ({η}),

where λ is a multivariable Grassmann function. If one carries out the change of
variable

ηi→ η′i Ω({η}) + Ξ({η}) = Ω({η})η′i + Ξ({η}), (B.1)

where both Ω and Ξ are Grassmann functions of the new set of Grassmann
generators, then Ω is an even function of η′ and Ξ an odd to conserve the
parity. This means that Ω commutes with ηi, as shown in Eq. (B.1). Since the
derivative and integral behave the same (see Eq. (2.85)), one can easily verify
that the following holds

ˆ
dηi f (ηi;{η}) = Ω−1({η})

ˆ
dη′i f (η′i Ω({η}) + Ξ({η});{η}). (B.2)

It turns out from Eq. (B.1) that(
∂ηi

∂η′i

)−1

= Ω−1({η}). (B.3)

Therefore, Eq. (B.2) can be written as

ˆ
dηi f (ηi;{η}) =

(
∂ηi

∂η′i

)−1ˆ
dη′i f (ηi(η

′
i);{η}). (B.4)

The partial derivative in Eq. (B.3) is called the Jacobian. The variable change re-
sult (B.4) can also be carried over to simultaneous change of multiple variables

ˆ n

∏
i=1

dη∗i dηi f ({η,η∗}) =
(

∂{η,η∗}
∂{η′,η′∗}

)−1

︸ ︷︷ ︸
≡J

ˆ n

∏
i=1

dη′i
∗dη′i f ({η′,η′∗}). (B.5)

The Jacobian was denoted J in Eq. (B.5). The transformation relating the arrays
of generators η

(∗)
i and η′i

(∗) is

η
(∗)
i → Mijη

′
j
(∗), (B.6)

where M is a symmetric unitary matrix. For simplicity, Eq. (B.5) is worked out
using only the set {η}: dismissing the conjugate set doesn’t change the outcome.
With the multiple variable change (B.6) applied to Eq. (B.5), one obtains
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J
ˆ n

∏
i=1

dη′i
∗dη′i f ({η′,η′∗})

= J
ˆ

dη′1 · · ·dη′n

n

∏
i=1

(
∑

j
Mijη

′
j

)

= J
ˆ

dη′1 · · ·dη′n ∑
{P}

n

∏
i=1

(
MiP(i)η

′
P(i)

)
, (B.7)

where the set {P} represents the set of n! permutations of indices that lead to
non-zero terms. Eq. (B.7) can be further developed

J ∑
{P}

n

∏
i=1

MiP(i)(−1)P
ˆ

dη′1 · · ·dη′nη′1 · · ·η′n

= J det [M] (−1)n. (B.8)

Eq. (B.8) implies that the Jacobian J = det [M]−1, since the left-hand side of
Eq. (B.5) gives (−1)n. The exponent P in Eq. (B.8) represents the signature of
the permutation.

Finally, evaluating a Gaussian integral using Grassmann algebra is rather
easy. Once the integrand has been made diagonal in Grassmann fields, the
Gaussian integral reads

ˆ n

∏
i=1

dξ∗i dξie−∑i,j ξ∗i ai,jξ j , (B.9)

where ai,j = aiδi,j, i.e. a is a diagonal matrix. Eq. (B.9) gives

ˆ n

∏
i=1

dξ∗i dξi (1− ξ∗i aiξi) =
n

∏
i=1

ai = det [a] . (B.10)

The determinant of H appearing in Eq. (2.103) is a result of Eq. (B.10), since the
matrix H is diagonal.



C
W E A K - C O U P L I N G S E L F - E N E R G Y E X PA N S I O N

The weak-coupling self-energy expansion starts off from the general physical
(ϕ→ 0) self-energy expression (2.59), whose Fock term vanishes in the Hubbard
model. Substituting the first-order term describing the susceptibility (2.46) into
(2.59), one gets

Σσ,σ′(z1,z2) = −iU(z1)G−σ(z1,z+1 )δ
C(z1,z2)δσ,σ′

+ U(z1)Gσ,σ̄3(z1, z̄3)Γσ̄3σ′;σ̄4σ̄5(z̄3,z2, z̄4, z̄5)
[
−iGσ̄4,−σ(z̄4,z+1 )G−σ,σ̄5(z1, z̄5)

]
. (C.1)

Note that most general expression relating to the self-energy is boldified, in
that the propagators are dressed themselves with the self-energy according to
the Dyson’s equation (2.44). To recall, the assumptions of the local Hubbard
interaction (cf. Eq. (3.6)) transform the interaction term appearing in Eq. (2.59)
into

Vσγ,σδ
σϵ,σζ

(z1,z2,z3,z4)→U(z1)δσϵ,σζ
δσγ,σδ

δσϵ,−σγ δC(z1,z2)δ
C(z1,z3)δ

C(z1,z4).

Hence, the bubble term featuring in χ contains spins with opposite projections
−σ, owing to the Pauli principle.

Recalling that the vertex function showing up in Eq. (C.1) is defined as

Γσ3σ′;σ4σ5(z3,z2,z4,z5) = −
δΣσ3,σ′(z3,z2)

δGσ4,σ5(z4,z5)
, (C.2)

it is easy to work out Σ(2), as defined in Eq. (3.26), by selecting the Hartree term
in Eq. (C.1) as the differentiated self-energy component in Eq. (C.2). Doing so
and using the first-order term in the Dyson’s equation (2.44), Eq. (C.1) becomes

Σ(2)
σ,σ′(z1,z2) =

U(z1)G0
σ,σ̄3

(z1, z̄3)
[
iU(z̄3)δ

C(z̄3, z̄4)δ
C(z̄+3 , z̄5)δ

C(z̄3,z2)δσ̄3,σ′δ−σ̄3,σ̄4 δ−σ̄3,σ̄5

]
×
[
−iG0

σ̄4,−σ(z̄4,z+1 )G
0
−σ,σ̄5

(z1, z̄5)
]

. (C.3)

Since σ′ needs to be equal to σ to be nonzero, Eq. (C.3) clearly gives Eq. (3.26).
Next, to determine the second-order Hartree term Σ(2)

H (3.25), it involves the
usage of the Dyson’s equation to expand out the boldified propagator, whereby
the Hartree term constitutes the self-energy (second term in the G expansion):

G(2)−σ(z1,z+1 ) = G
0
−σ,σ̄(z1, z̄2)

[
−iU(z̄2)G0

−σ̄(z̄2, z̄+2 )δσ̄,σ̄′δ
C(z̄2, z̄3)

]
G0

σ̄′,−σ(z̄3,z+1 ).

(C.4)

Reinserting the Green’s function expansion term (C.4) into the Hartree term of
Eq. (C.1), one stumbles upon the Σ(2)

H term
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196 weak-coupling self-energy expansion

Σ(2)
H,σ,σ′(z1,z2) =

− iU(z1)
[
G0
−σ(z1, z̄2)

[
−iU(z̄2)G0

σ(z̄2, z̄+2 )δ
C(z̄2, z̄3)

]
G0
−σ(z̄3,z+1 )

]
δC(z1,z2)δσ,σ′ .

(C.5)

Moving on to the 3rd-order diagrams, the first set of diagrams, comprised of
two elements, uses the 2nd-order diagram (C.3) in the vertex calculation (C.2).
Carrying out the functional derivatives and changing all propagators with G0,
one gets

Γσ3σ′;σ4σ5(z3,z2,z4,z5) =

−U(z3)U(z2)G0
−σ3

(z2,z3)G0
−σ3

(z3,z+2 )δσ3,σ4 δσ3,σ5 δσ3,σ′δ
C(z3,z4)δ

C(z2,z5)

−U(z3)U(z2)G0
σ3
(z3,z2)G0

−σ3
(z3,z+2 )δ−σ3,σ4 δ−σ3,σ5 δσ3,σ′δ

C(z2,z4)δ
C(z+3 ,z5)

−U(z3)U(z2)G0
σ3
(z3,z2)G0

−σ3
(z2,z+3 )δ−σ3,σ4 δ−σ3,σ5 δσ3,σ′δ

C(z3,z4)δ
C(z2,z5). (C.6)

The first term of Eq. (C.6) cancels out because σ4 and σ5 cannot have the same
spin projection as σ′, only its opposite. Otherwise, the first-order bubble term
appearing in the susceptibility vanishes (see Eq. (C.1)). Substituting the third
term featuring in Eq. (C.6) into the self-energy expression (C.1) leads to the
self-energy Σ3a (3.30)

Σ3a
σ,σ′(z1,z2) =

iU(z1)Gσ,σ̄3(z1, z̄3)

[
U(z̄3)U(z2)G0

σ3
(z̄3,z2)G0

−σ̄3
(z2, z̄+3 )

× δ−σ̄3,σ̄4 δ−σ̄3,σ̄5 δσ̄3,σ′δ
C(z̄3, z̄4)δ

C(z2, z̄5)

][
Gσ̄4,−σ(z̄4,z+1 )G−σ,σ̄5(z1, z̄5)

]
, (C.7)

while the second term of Eq. (C.6) into Eq. (C.1) gives the self-energy Σ3b (3.31)

Σ3b
σ,σ′(z1,z2) =

iU(z1)Gσ,σ̄3(z1, z̄3)

[
U(z̄3)U(z2)G0

σ̄3
(z̄3,z2)G0

−σ̄3
(z̄3,z+2 )

δ−σ̄3,σ̄4 δ−σ̄3,σ̄5 δσ̄3,σ′δ
C(z2, z̄4)δ

C(z̄+3 , z̄5)

][
Gσ̄4,−σ(z̄4,z+1 )G−σ,σ̄5(z1, z̄5)

]
. (C.8)

The second set of 3rd-order self-energy diagrams is generated by substituting
the second term of the expanded boldified Green’s function (C.4) into each
interacting Green’s function making up the second-order self-energy diagram.
This produces 3 different diagrams, whose expressions are

Σ3c
σ,σ′(z1,z2) =

U(z1)U(z2)

[
G0

σ,σ̄(z1, z̄1)

[
−iU(z̄1)G0

−σ̄(z̄1, z̄+1 )δ
C(z̄1, z̄2)δσ̄,σ̄′

]
× G0

σ̄′,σ(z̄2,z2)

]
G0
−σ(z2,z+1 )G

0
−σ(z1,z+2 ), (C.9)

corresponding to Eq. (3.32),
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Σ3d
σ,σ′(z1,z2) =

U(z1)U(z2)G0
σ(z1,z2)

[
G0
−σ,σ̄(z2, z̄1)

[
−iU(z̄1)G0

σ̄(z̄1, z̄+1 )δ
C(z̄1, z̄2)δσ̄,σ̄′

]
× G0

σ̄′,−σ(z̄2,z+1 )
]
G0
−σ(z1,z+2 ), (C.10)

corresponding to Eq. (3.33), and

Σ3e
σ,σ′(z1,z2) =

U(z1)U(z2)G0
σ(z1,z2)G0

−σ(z2,z+1 )
[
G0
−σ,σ̄(z1, z̄1)

[
−iU(z̄1)G0

σ̄(z̄1, z̄+1 )δ
C(z̄1, z̄2)δσ̄,σ̄′

]
× G0

σ̄′,−σ(z̄2,z+2 )
]

, (C.11)

corresponding to Eq. (3.34).
Next, turning to the 3rd-order Hartree self-energy diagrams, the top Green’s

function of Σ(2)
H (C.5) is split up by a Hartree self-energy insertion

Σ3a
H,σ,σ′(z1,z2) =

− iU(z1)G0
−σ(z1, z̄2)

[
−iU(z̄2)G0

σ,σ̄(z̄2, z̄3)
[
−iU(z̄3)G0

−σ̄(z̄3, z̄+3 )δ
C(z̄3, z̄4)δσ̄,σ̄′

]
× G0

σ̄′,σ(z̄4, z̄+2 )δ
C(z̄2, z̄3)

]
G0
−σ(z̄3,z+1 )δ

C(z1,z2)δσ,σ′ (C.12)

and this simplifies down to Σ3a
H laid out in Eq. (3.27). The next 3rd-order Hartree

diagram is obtained by expanding the Dyson’s equation up to third order. The
third-order term reads

G(3)−σ(z1,z+1 ) = G
0
−σ,σ̄(z1, z̄2)

[
−iU(z̄2)G0

−σ̄(z̄2, z̄+2 )δσ̄,σ̄′δ
C(z̄2, z̄3)

]
G0

σ̄′,σ̄′′(z̄3, z̄4)

×
[
−iU(z̄4)G0

−σ̄′′(z̄4, z̄+4 )δσ̄′′,σ̄′′′δ
C(z̄4, z̄5)

]
G0

σ̄′′′,−σ(z̄5,z+1 ). (C.13)

Replacing the Green’s function in the Hartree diagram of Eq. (C.1) by G(3)
(Eq. (C.13)), one obtains Σ3b as described by Eq. (3.28)

Σ3b
H,σ,σ′(z1,z2) =

− iU(z1)G0
−σ,σ̄(z1, z̄2)

[
−iU(z̄2)G0

−σ̄(z̄2, z̄+2 )δσ̄,σ̄′δ
C(z̄2, z̄3)

]
G0

σ̄′,σ̄′′(z̄3, z̄4)

×
[
−iU(z̄4)G0

−σ̄′′(z̄4, z̄+4 )δσ̄′′,σ̄′′′δ
C(z̄4, z̄5)

]
G0

σ̄′′′,−σ(z̄5,z+1 )δ
C(z1,z2)δσ,σ′ . (C.14)

For Eq. (C.14) to be nonzero, since the off-diagonal spin component of the
Green’s function is zero within the Hubbard model, it is easy to deduce that
σ̄ = σ̄′ = σ̄′′ = σ̄′′′ = −σ.

Finally, the very last 3rd-order Hartree self-energy diagram comes from the
insertion of the 2nd-order self-energy diagram (3.26) into the second term of the
Dyson’s equation expansion

G(2)−σ

′
(z1,z+1 ) =

G0
−σ,σ̄(z1, z̄2)

[
U(z̄2)G0

σ̄(z̄2, z̄3)U(z̄3)G0
−σ̄(z̄3, z̄+2 )G

0
−σ̄(z̄2, z̄+3 )

]
G0

σ̄,−σ(z̄3,z+1 ). (C.15)
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Plugging G(2) ′ from (C.15) into the Hartree term of Eq. (C.1), one gets Σ3c
H (3.29)

Σ3c
H,σ,σ′(z1,z2) =

− iU(z1)G0
−σ,σ̄(z1, z̄2)

[
U(z̄2)G0

σ̄(z̄2, z̄3)U(z̄3)G0
−σ̄(z̄3, z̄+2 )G

0
−σ̄(z̄2, z̄+3 )

]
× G0

σ̄,−σ(z̄3,z+1 )δ
C(z1,z2)δσ,σ′ . (C.16)

All of the self-energy diagrams set out in Appendix C will be used to solve
the AIM in DMFT.



D
C A U C H Y I N T E G R A L

In this section, integrals in the complex frequency plane that come around often,
of the form

I(ω, t) =
ˆ ∞

−∞
dω′

F(ω′, t)ei(ω+iη)0+

ω′ −ω± iη
, (D.1)

with η→ 0+, are investigated. These are integrals like that of Eq. (2.30) and their
solution determines the form of the retarded (advanced) spectral functions (2.31).
In the case where the complex pole is located in the lower half-plane (ω′ −ω +

iη in the denominator), the time-dependent function F(ω′, t) is assumed to be
analytic in the entire upper half-plane. On the other hand, when the complex
pole sits in the upper half-plane (ω′ −ω− iη in the denominator), the function
is assumed to be analytic in the lower half-plane. This property is crucial to be The advanced

Green’s function GA

is analytic in the
lower half-plane.

able to carry out the contour integral in the complex plane and make use of the
Jordan’s lemma when portions of the contour are pushed out to infinity.

To deal with Eq. (D.1), the integral domain is extended out into the complex
frequency plane, such that it becomes

I(ω, t) =
[ˆ ϵ

−∞
+

ˆ
γ
+

ˆ ∞

ϵ
+

ˆ
Γ

]
dω′

F(ω′, t)ei(ω+iη)0+

ω′ −ω± iη
, (D.2)

with γ representing the contour with radius ϵ circling around the pole in the
(lower) upper half-plane (counter)clockwise and Γ the contour stretched out
to infinity in the (upper) lower half-plane. The upper bound contour integral
along Γ vanishes since F is holomorphic in the half-plane not containing the
complex pole and the absolute value of the integrand decreases at least as 1

R
when R → ∞1. Indeed, the latter can be clearly seen if the variable change
ω−ω′ ± iη ≡ Re±iθ is performed:

IΓ(ω
′, t) = lim

R→∞
iR
ˆ π

0
eiθdθ

F(ω′, t)ei(ω′+Reiθ)0+

Reiθ

= lim
R→∞

iF(ω′, t)
ˆ π

0
dθ ei(ω′+R(cosθ+i sinθ))0+ . (D.3)

The absolute value of the integral (D.3) reads

∣∣IΓ(ω
′, t)
∣∣ = lim

R→∞

∣∣F(ω′, t)∣∣ˆ π

0
dθ e−Rsinθ0+

= 2 lim
R→∞

∣∣F(ω′, t)∣∣ˆ π
2

0
dθ e−Rsinθ0+ . (D.4)

Since within the domain of integration sinθ ≥ 2θ
π , this means that

1 This is a consequence of Jordan’s lemma.
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200 cauchy integral

∣∣IΓ(ω
′, t)
∣∣ ≤ 2 lim

R→∞

∣∣F(ω′, t)∣∣ˆ π
2

0
dθ e−2Rθ0+/π

= lim
R→∞

π

R0+
∣∣F(ω′, t)∣∣ [1− e−R0+

]
→ 0, (D.5)

because the absolute value of F is bounded at infinity.
Next, the two integrals along the real frequency axis in Eq. (D.2) can be

merged to make up the principal part of the integral P. Since on the real axis
no convergence factor is needed, it can be dropped such that one obtains for
the principal part

P
ˆ ∞

−∞
dω′

F(ω′, t)
ω′ −ω

=

[ˆ ϵ

−∞
+

ˆ ∞

ϵ

]
dω′

F(ω′, t)
ω′ −ω

. (D.6)

Finally, the contour integral remaining along the infinitesimal contour γ can
be evaluated exactly; this will be done in the case where the pole lie in the
lower half-plane. But first, one needs to evaluate the Laurent expansion of a
complex-valued holomorphic function around z0 (z ∈ C):Note that if the

function F were to
not be holomorphic,

the summation index
would run from

n = −∞ to n = ∞.

F(z, t) = F(z0, t) +
∞

∑
n=1

an(z0, t)(z− z0)
n, (D.7)

with complex coefficients an. Clearly, from Eq. (D.7), a holomorphic complex
function does not feature any pole (hence no residues), therefore the terms
from n = −∞ to n = −1 vanish. Just like the other components of the contour
integral, the variable substitution ω−ω′ ± iη ≡ ϵeiθ is carried out such that

Iγ(ω, t) = iϵ
ˆ 0

π
dθ eiθ F(ω− ϵeiθ , t)

ϵeiθ

= i
ˆ 0

π
dθ F(ω, t)− i

∞

∑
n=1

ˆ 0

π
dθ an(z0, t)ϵneinθ

= −iπF(ω, t). (D.8)

Overall, the total contour integral I(ω, t) has two contributions from Eqs. (D.6)
and (D.8), adding up to

I(ω, t) = P
ˆ ∞

−∞
dω′

F(ω′, t)
ω′ −ω

− iπF(ω, t). (D.9)

The relation (D.9) is also known as the Cauchy relation. This relation is invoked
every time one computes a spectral function. Note that the last term in relation
(D.9) would feature a “+” instead if the contour γ had run counterclockwise, i.e
in the case of an advanced Green’s function. From Eq. (D.9), it becomes obvious
how spectral functions like F are calculated

− 1
π

ImI(ω, t) = F(ω, t). (D.10)



E
O P T I C A L C O N D U C T I V I T Y

In this section, the formula of the longitudinal optical conductivity is derived.
The expression stem from the linear response treatment of the continuity equa-
tion associated with the electric charge conservation

∂ρ(r, t)
∂t

+∇ · j(r, t) = 0, (E.1)

where j is the current density, and ρ is the charge density. When transforming
Eq. (E.1) to Fourier space, one gets

−ωρ(q,ω) + q · j(q,ω) = 0. (E.2)

The two-particle spectral function χ′′ρρ corresponding to the charge density ob-
servable is, within the linear response theory framework,

χ′′ρρ(q,ω) =
1
N
⟨[ρ̂(q,ω), ρ̂(−q,−ω)]⟩Ĥ0

, (E.3)

where Ĥ0 is the noninteracting Hamiltonian and N is the k-space grid, such
that according to Eq. (E.2), the current-current two-body spectral function reads

χ′′ji ji(qi,ω) =
ω2

q2
i

χ′′ρρ(qi,ω), (E.4)

where the index i denotes the Cartesian axes. The spectral representation of the
current-current correlation function χji ji is

χji ji(qi,ω) =

ˆ
dω′

π

χ′′ji ji(qi,ω′)

ω′ −ω− iη
. (E.5)

With these ingredients one can derive an expression for the real part of the
longitudinal electric conductivity, denoted Reσii(qi,ω). According to Eq. (E.4),

ˆ
dω

π

χ′′ji ji(qi,ω)

ω
=

1
q2

i

ˆ
dω

π
ωχ′′ρρ(qi,ω)

=

[
2i
q2

i

∂

∂t

ˆ
dω

2π
e−iωtχ′′ρρ(qi,ω)

] ∣∣∣∣
t=0

=
1

Nq2
i

〈[
i

∂

∂t
ρ̂(qi, t), ρ̂(−qi,0)

] ∣∣∣∣
t=0

〉
Ĥ0

=
1

Nq2
i

〈[[
ρ̂(qi),Ĥ

]
(t), ρ̂(−qi,0)

] ∣∣∣∣
t=0

〉
Ĥ0

, (E.6)

where Ĥ is the Hubbard Hamiltonian Eq. (3.9). The last expression of Eq. (E.6)
relates directly to the first moment of the density correlation function. Evaluat-
ing the commutators and taking the limit qi→ 0, one gets
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ˆ
dω

π

χ′′ji ji(qi,ω)

ω
=

1
q2

i N ∑
k,σ

∂2ϵk,σ

∂k2
i
⟨n̂k,σ⟩H ≡ −⟨ ĵi,d⟩, (E.7)

where ϵk,σ is the dispersion relation in D dimensions and σ is the spin. Eq. (E.7)
will serve as a sum rule to verify if the longitudinal optical conductivity obeys
conservation laws, namely Reχji ji(iqn = 0) = ∑σ

¯ π
−π dDk ∂2ϵ(k)

∂ki
⟨nk,σ⟩. Equa-

tion (E.7) represents the diamagnetic contribution ĵi,d to the current fluctuations
δ⟨ ĵi(ω)⟩ (when multiplying the expression by (−1)), that is

δ⟨ ĵi(ω)⟩ =
[
⟨ ĵi,d⟩+ χji ji(ω)

]
Ai(ω). (E.8)

Hence, given that without scalar potential, the electric field obeys Ei(t) =− ∂Ai(t)
∂t ,

the longitudinal conductivity reads

σii(qi,ω) =
⟨ ĵi,d⟩+ χji ji(ω)

i (ω + iη)
, (E.9)

owing to the relation linking the current fluctuations to the electric field in
linear response theory: δ⟨ji(ω)⟩ = σii(ω)Ei(ω). Now using Eqs. (E.5) and (E.7),
one aims at extracting the real part of the longitudinal conductivity:

σii(qi,ω) =

1
i (ω + iη)

[ˆ
dω′

π

χ′′ji ji(qi,ω′)

ω′ −ω− iη
−
ˆ

dω′

π

χ′′ji ji(qi,ω′)

ω′

]

=
1

i (ω + iη)

ˆ
dω′

π

(ω + iη)χ′′ji ji(qi,ω′)

ω′ (ω′ −ω− iη)

=
1
i

ˆ
dω′

π

χ′′ji ji(qi,ω′)

ω′ (ω′ −ω− iη)

=⇒ Reσii(qi,ω) =
χ′′ji ji(qi,ω)

ω
. (E.10)



F
R E C I P R O C A L - S PA C E L A D D E R - T Y P E V E RT E X
C O R R E C T I O N S

In this section, the Fourier transforms of the quantities introduced in Chapter 4

are carried out. Let’s first break down Eq. (4.17) into even and odd components
in the following way

χ
(even)/(odd)
σσ′ (1,1+;2+,2)

= −∑̃
σ′′
Gσ(1, 4̄)□σσ̃′′(4̄− 3̄)δ(4̄− 5̄)δ(3̄− 6̄)Gσ(3̄,1+)▶(odd)/(even)

σ̃′′σ′ (5̄, 6̄,2)

= −∑̃
σ′′
Gσ(1, 4̄)□σσ̃′′(4̄− 3̄)Gσ(3̄,1+)▶(odd)/(even)

σ̃′′σ′ (4̄, 3̄,2). (F.1)

Note that this very equation needs to be considered in its entirety, i.e one cannot
remove the ladder (□) appearing in Eq. (F.1) to simplify the equations before
Fourier transforming, because then the left-hand side of the diagram would
not be consistent – two consecutive Green’s functions must be separated by a
ladder (□) in the opposite direction and removing that ladder (□) would break
that requirement. The equation for the general susceptibility is stripped down
to the bare minimum considering the symmetries of the ladders. Indeed, for
the each of the ladder’s expression, one has the correspondence

δΣσ(4,5)
δGσ′(6,7)

→□σσ′(4− 5)δ(4− 6)δ(5− 7)δσ′,−σ (F.2)

and δG
δϕ

(odd)/(even)
is represented by a filled black triangle with three entries

(▶(odd)/(even)). There remains now to Fourier transform Eq. (F.1), which will
result in

χ
(even)/(odd)
σ,σ′ (q)

= − 1

(Vβ)3 ∑̃
σ′′

∑̃
k,q′
Gσ(k̃)Gσ(k̃ + q)□σσ̃′′(q′)▶

(odd/even)
σ̃′′σ′ (k̃ + q− q′,q′ − k̃,−q).

(F.3)

Let’s first compute the Fourier transformation of the ladder term (□) (F.2):ˆ
d(4− 5)eiq′(4−5)□σσ′(4− 5) = Uδσ′,−σ

ˆ
d(4− 5)eiq′(4−5)δ(4− 5)−

Uδσ′,−σ

ˆ
d(4− 5)d11 eiq′(4−5)Gσ(4,11)Gσ′(11,4)□σσ′(11− 5)

⇔

□σσ′(q′) = Uδσ′,−σ −
Uδσ′,−σ

Vβ ∑
k
Gσ(k)Gσ′(k− q′)□σσ′(q′)

⇔

□σσ′(q′) =
Uδσ′,−σ

1 + U
Vβ ∑kGσ(k)Gσ′(k− q′)

. (F.4)
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The result of Eq. (F.4) will have to be substituted into the proper slots when the
Fourier expressions for the even and odd susceptibilities (F.1) will be calculated.

f.1 odd number of ladders χ (odd)

To compute ▶(even)
σ′′σ′ appearing in Eq. (F.3), one has to consider the following

integral-differential equation

δG(even)
σ (1,3)

δϕσ′(2+,2)
= Gσ(1,2+)Gσ(2,3)δσ,σ′+

∑
σ′′,σ′′′

Gσ(1, 4̄)Gσ(5̄,3)
δΣσ(4̄, 5̄)
δGσ′′(6̄, 7̄)

Gσ′′(6̄, 1̄0)Gσ′′(1̄1, 7̄)
δΣσ′′(1̄0, 1̄1)
δGσ′′′(8̄, 9̄)

δG(even)
σ′′′ (8̄, 9̄)

δϕσ′(2+,2)
,

(F.5)

which in terms of the shapes, using the proper symmetries, becomes

▶(even)
σσ′ (1,3,2) = Gσ(1,2+)Gσ(2,3)δσ,σ′

+ ∑
σ′′,σ′′′

Gσ(1, 4̄)Gσ(5̄,3)□σσ′′(4̄− 5̄)δ(4̄− 6̄)δ(5̄− 7̄)

× Gσ′′(6̄, 1̄0)Gσ′′(1̄1, 7̄)□σ′′σ′′′(1̄0− 1̄1)δ(9̄− 1̄1)δ(8̄− 1̄0)▶(even)
σ′′′σ′ (8̄, 9̄,2)

= Gσ(1,2+)Gσ(2,3)δσ,σ′ + ∑
σ′′,σ′′′

Gσ(1, 6̄)Gσ(7̄,3)□σσ′′(6̄− 7̄)Gσ′′(6̄, 1̄0)Gσ′′(1̄1, 7̄)

×□σ′′σ′′′(1̄0− 1̄1)▶(even)
σ′′′σ′ (1̄0, 1̄1,2). (F.6)

The Fourier transformation of Eq. (F.6) is then computed:ˆ
d1d2d3 eik1eiq̌2eik′3 ▶(even)

σσ′ (1,3,2) = ▶(even)
σσ′ (k,k′, q̌)

= VβGσ(k)Gσ(k + q̌)δσ,σ′δk′+k+q̌,0+

1
(Vβ)2 ∑

σ′′,σ′′′
∑

q′′,q′′′
Gσ(k)Gσ(−k′)□σσ′′(q′′)Gσ′′(k− q′′)Gσ′′(−k′ − q′′)□σ′′σ′′′(q′′′)

×▶(even)
σ′′′σ′ (k− q′′ − q′′′,k′ + q′′ + q′′′, q̌)

⇔

∑
σ′′′

1
(Vβ)2 ∑

k′′,k′′′

[
δk,k′′δk′,k′′′δσ,σ′′′ − ∑

q′′,q′′′

δk−q′′−q′′′,k′′δk′+q′′+q′′′,k′′′

(Vβ)2 ∑
σ′′
Gσ(k)Gσ(−k′)

×□σσ′′(q′′)Gσ′′(k− q′′)Gσ′′(−k′ − q′′)□σ′′σ′′′(q′′′)

]
▶(even)

σ′′′σ′ (k′′,k′′′, q̌)

= VβGσ(k)Gσ(k + q̌)δσ,σ′δk′+k+q̌,0. (F.7)

To isolate ▶(even), one needs to invert the matrix on the left-hand side of Eq. (F.7)
and this is the same procedure as if it were the real-space expression (equally
valid). This procedure requires extra care and it will be done very gradually. If
the matrix to invert is renamed Λ, one has

∑
σ′′′

1
(Vβ)2 ∑

k′′,k′′′
Λσσ′′′(k,k′, q̌;k′′,k′′′, q̌)▶(even)

σ′′′σ′ (k′′,k′′′, q̌)

= VβGσ(k)Gσ(k + q̌)δσ,σ′δk′+k+q̌,0. (F.8)
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Then, to isolate ▶(even) in Eq. (F.8), one supposes the existence of an inverse of
Λ such that

∑
σ′′′,σ̃

1
(Vβ)4 ∑̄

k,k̄′
k′′,k′′′

Λσσ̃(k,k′,q; k̄, k̄′, q̌)−1Λσ̃σ′′′(k̄, k̄′, q̌;k′′,k′′′, q̌)▶(even)
σ′′′σ′ (k′′,k′′′, q̌)

= Vβ∑̃
σ

1
(Vβ)2 ∑̄

k,k̄′
Λσσ̃(k,k′, q̌; k̄, k̄′, q̌)−1Gσ̃(k̄)Gσ̃(k̄ + q̌)δσ̃,σ′δk̄′+k̄+q̌,0

= ▶(even)
σσ′ (k,k′, q̌). (F.9)

If one enacts the Kronecker delta in Eq. (F.9), one gets

▶(even)
σσ′ (k,k′, q̌) = ∑̄

k

Λσσ′(k,k′, q̌; k̄,−k̄− q̌, q̌)−1Gσ′(k̄)Gσ′(k̄ + q̌). (F.10)

Now, according to Eq. (F.3), one needs to substitute k→ k̃ + q− q′, k′→ q′ − k̃
and q̌→−q in ▶(even) of Eq. (F.10):

▶(even)
σσ′ (k̃ + q− q′,q′ − k̃,−q)

= ∑̄
k

Λσσ′(k̃ + q− q′,q′ − k̃,−q; k̄,q− k̄,−q)−1Gσ′(k̄)Gσ′(k̄− q). (F.11)

For a fixed value of q Eq. (F.11) would effectively read something like

▶(even)
σσ′,q (k̃− q′) = ∑̄

k

Λq
σσ′(k̃− q′, k̄)−1Gσ′(k̄)G

q
σ′(k̄)

⇔

▶(even)
σσ′,q (ik̃n − iq′n, k̃− q′) = ∑̄

k

Λq
σσ′(ik̃n − iq′n, k̃− q′, ik̄n, k̄)−1

× Gσ′(ik̄n, k̄)Gq
σ′(ik̄n, k̄). (F.12)

If one restricts furthermore to fixed values of momentum, one would need to
invert a matrix in the Matsubara frequency space

▶(even)
σσ′,q,k̃−q′

(ik̃n − iq′n) = ∑̄
k

Λq,k̃−q′,k̄
σσ′ (ik̃n − iq′n, ik̄n)

−1G k̄
σ′(ik̄n)Gq,k̄

σ′ (ik̄n), (F.13)

and that matrix would be

Λq,k̃−q′,k̄
σσ′ (ik̃n − iq′n, ik̄n)

−1 =

[
δ

k̃+q−q′,k̄
ik̃n+iqn−iq′n,ik̄n

δσ,σ′ −
1

Vβ ∑
σ′′

∑
q′′
Gq,k̃−q′

σ (ik̃n − iq′n)

× G k̃−q′
σ (ik̃n − iq′n)□σσ′′(iq′′n ,q′′)Gq,k̃−q′

σ′′ (ik̃n − iq′n, iq′′n ,q′′)G k̃−q′

σ′′ (ik̃n − iq′n, iq′′n ,q′′)

×□q,k̃−q′,k̄
σ′′σ′ (ik̃n − iq′n, iq′′n , ik̄n)

]−1

. (F.14)

Every variable that is fixed adds a for-loop layer. The different objects would be
precomputed. Eq. (F.14) would read, if the matrix form was not emphasised,
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Λσσ′(k̃− q′, k̄,q′)−1

=

[
δk̃+q−q′,k̄δσ,σ′ −

1
Vβ ∑

σ′′
∑
q′′
Gσ(k̃ + q− q′)Gσ(k̃− q′)□σσ′′(q′′)

× Gσ′′(k̃ + q− q′ − q′′)Gσ′′(k̃− q′ − q′′)□σ′′σ′(k̃ + q− q′ − q′′ − k̄)

]−1

. (F.15)

Then, Eq. (F.13) would be multiplied to Eq. (F.3).

f.2 even number of ladders χ (even)

Moving on to compute ▶(odd)
σ′′σ′ appearing in Eq. (F.3), one has to consider the

following integral-differential equation

δG(odd)
σ (1,3)

δϕσ′(2+,2)
= ∑

σ′′
Gσ(1, 4̄)Gσ(5̄,3)

δΣσ(4̄, 5̄)
δGσ′′(6̄, 7̄)

Gσ′′(6̄,2+)Gσ′′(2, 7̄)δσ′′,σ′+

∑
σ′′,σ′′′

Gσ(1, 4̄)Gσ(5̄,3)
δΣσ(4̄, 5̄)
δGσ′′(6̄, 7̄)

Gσ′′(6̄, 1̄0)Gσ′′(1̄1, 7̄)
δΣσ′′(1̄0, 1̄1)
δGσ′′′(8̄, 9̄)

δG(odd)
σ′′′ (8̄, 9̄)

δϕσ′(2+,2)
,

which in terms of the shapes, using the proper symmetries, reads

▶(odd)
σσ′ (1,3,2) = Gσ(1, 6̄)Gσ(7̄,3)□σσ′(6̄− 7̄)Gσ′(6̄,2+)Gσ′(2, 7̄)+

∑
σ′′,σ′′′

Gσ(1, 6̄)Gσ(7̄,3)□σσ′′(6̄− 7̄)Gσ′′(6̄, 1̄0)Gσ′′(1̄1, 7̄)□σ′′σ′′′(1̄0− 1̄1)

×▶(odd)
σ′′′σ′ (1̄0, 1̄1,2). (F.16)

The Fourier transformation of Eq. (F.16) is then computed:
ˆ

d1d2d3 eik1eiq̌2eik′3 ▶(odd)
σσ′ (1,3,2) = ▶(odd)

σσ′ (k,k′, q̌)

= ∑̄
q
Gσ(k)Gσ(k + q̌)□σσ′(q̄)Gσ′(k− q̄)Gσ′(k + q̌− q̄)δk′+k+q̌,0+

1
(Vβ)2 ∑

σ′′,σ′′′
∑

q′′,q′′′
Gσ(k)Gσ(−k′)□σσ′′(q′′)Gσ′′(k− q′′)Gσ′′(−k′ − q′′)□σ′′σ′′′(q′′′)

×▶(odd)
σ′′′σ′ (k− q′′ − q′′′,k′ + q′′ + q′′′, q̌)

⇔

∑
σ′′′

1
(Vβ)2 ∑

k′′,k′′′

[
δk,k′′δk′,k′′′δσ,σ′′′ − ∑

q′′,q′′′

δk−q′′−q′′′,k′′δk′+q′′+q′′′,k′′′

(Vβ)2 ∑
σ′′
Gσ(k)Gσ(−k′)

×□σσ′′(q′′)Gσ′′(k− q′′)Gσ′′(−k′ − q′′)□σ′′σ′′′(q′′′)

]
▶(odd)

σ′′′σ′ (k
′′,k′′′, q̌)

= ∑̄
q
Gσ(k)Gσ(k + q̌)□σσ′(q̄)Gσ′(k− q̄)Gσ′(k + q̌− q̄)δk′+k+q̌,0. (F.17)

To invert the equation (F.17) and isolate ▶(odd), the same trick as that in Eq. (F.8)
is used:
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▶(odd)
σσ′ (k,k′, q̌)

= ∑̃
σ

1
(Vβ)2 ∑

k̄,k̄′,q̄

Gσ̃(k̄)Gσ̃(k̄ + q̌)□σ̃,σ′(q̄)Gσ′(k̄− q̄)Gσ′(k̄ + q̌− q̄)δk̄′+k̄+q̌,0

[
δk,k̄δk′,k̄′δσ,σ̃−

∑
q′′,q′′′

δk̄,k−q′′−q′′′δk̄′,k′+q′′+q′′′

(Vβ)2 ∑
σ′′
Gσ(k)Gσ(−k′)□σσ′′(q′′)Gσ′′(k− q′′)Gσ′′(−k′ − q′′)□σ′′ σ̃(q′′′)

]−1

= ∑̃
σ

1
Vβ ∑̄

k,q̄

Gσ̃(k̄)Gσ̃(k̄ + q̌)□σ̃,σ′(q̄)Gσ′(k̄− q̄)Gσ′(k̄ + q̌− q̄)

[
δk,k̄δk′,−k̄−q̌δσ,σ̃−

∑
q′′

δk′+k+q̌,0

Vβ ∑
σ′′
Gσ(k)Gσ(−k′)□σσ′′(q′′)Gσ′′(k− q′′)Gσ′′(−k′ − q′′)□σ′′ σ̃(k− q′′ − k̄)

]−1

.

(F.18)

The equation (F.3) is once again called in, but this time to calculate the even
contribution to the ladder-of-ladders, with the help of Eq. (F.18),

χ
(even)
σσ′ (q) = − 1

(Vβ)3 ∑̃
σ′′

∑̃
k,q′
Gσ(k̃)Gσ(k̃ + q)□σσ̃′′(q′)▶

(odd)
σ̃′′σ′ (k̃ + q− q′,q′ − k̃,−q)

= − 1

(Vβ)4 ∑
σ̃′′,σ̃

∑̃
k,q′

k̄,q̄

Gσ(k̃)Gσ(k̃ + q)□σσ̃′′(q′)Gσ̃(k̄)Gσ̃(k̄− q)□σ̃,σ′(q̄)Gσ′(k̄− q̄)Gσ′(k̄− q− q̄)

×
[

δk̃+q−q′,k̄δq′−k̃,−k̄+qδσ̃′′,σ̃ −
1

Vβ ∑
σ′′

∑
q′′
Gσ̃′′(k̃ + q− q′)Gσ̃′′(k̃− q′)□σ̃′′σ′′(q′′)

× Gσ′′(k̃ + q− q′ − q′′)Gσ′′(k̃− q′ − q′′)□σ′′ σ̃(k̃ + q− q′ − q′′ − k̄)

]−1

. (F.19)

The following substitutions have been made in Eq. (F.19): k→ k̃ + q− q′, k′→
q′ − k̃ and q̌→ −q in ▶(even), again. In Eq. (F.19), the spins become σ̃′′ → −σ,
σ′′→ σ, σ̃→−σ and σ′→ σ. To summarise, Eqs. (F.15) and (F.19) make up for
the odd and even corrections, respectively.

f.3 al diagram

The task here is to compute the Aslamazov-Larkin diagram χσσ′
AL shown in

Fig. 4.7. The diagram Fig. 4.7 can be written down in real-space in the following
form:

χσσ′
AL (1,1+;2+,2) = ∑

σ′′
Gσ(1, 1̄2)Gσ(1̄1,1+)

δΣσ(1̄3, 1̄2)
δGσ′′(1̄7, 1̄5)

× Gσ′′(1̄8, 1̄7)Gσ′′(1̄5, 1̄6)
δΣσ′′(1̄1, 1̄4)
δGσ′(1̄6, 1̄8)

Gσ′(1̄3,2+)Gσ′(2, 1̄4), (F.20)

from which the vertex function can be isolated, giving Eq. (4.27), illustrated
diagrammatically in Fig. 4.8. To recall, the integral-differential equation that
describes the vertical ladders in real-space reads
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δΣσ(1,3)
δGσ′(4,5)

= Uδσ′,−σδ(4− 5)δ(1− 3)δ(1− 4)

−Uδσ′,−σδ(1− 4)Gσ(7̄,1)
δΣσ(7̄,3)
δGσ′(8̄,5)

Gσ′(4, 8̄). (F.21)

Considering the Hubbard model and its symmetries, the □ representing the
vertical ladder can be narrowed down to the expression shown in Eq. (F.2).
Doing so, the AL vertex corrections read

χσσ′
AL (1,1+;2+,2) =

Gσ(1, 1̄2)Gσ(1̄1,1+)□σ−σ(1̄2− 1̄3)δ(1̄3− 1̄7)δ(1̄2− 1̄5)G−σ(1̄8, 1̄7)G−σ(1̄5, 1̄6)

×□−σσ(1̄4− 1̄1)δσ′,σδ(1̄1− 1̄6)δ(1̄4− 1̄8)Gσ′(1̄3,2+)Gσ′(2, 1̄4)

= Gσ(1, 1̄2)Gσ(1̄6,1+)□σ−σ(1̄2− 1̄3)G−σ(1̄8, 1̄3)G−σ(1̄2, 1̄6)□−σσ(1̄8− 1̄6)

× δσ′,σGσ′(1̄3,2+)Gσ′(2, 1̄8). (F.22)

Fourier transforming Eq. (F.22), one gets easily

χσσ′
AL (q) =

1

(Vβ)3 ∑̃
k,k̄
q′

Gσ(k̃)Gσ(k̃− q)□σ−σ(q′)G−σ(k̄− q′)G−σ(k̃− q′)

×□−σσ(q′ − q)Gσ′(k̄)Gσ′(k̄− q)δσ′,σ. (F.23)

Eq. (F.23) corresponds to Fig. 4.7.



G
K E L D Y S H D E C O M P O S I T I O N O F T H E π - T O N V E RT E X
C O R R E C T I O N

As discussed in Fig. 4.2, there exists a total of 9 contributions to the lesser and
greater susceptibilities. Those contributions are set out in this section and need
to be computed separately across the whole simulation, at each time steps. The
Langreth rules introduced in Section 2.2.1 give the tools to work out all of
those contributions. Each of the contributions is broken down into separate
paragraphs in what follows. Some color coding is also used to identify the
contour-time variables more easily.

both z̄ and z̄ ′ lying on C1 To start off, the decomposition is done by
setting the times integrated over on the upper branch C1 of the Kadanoff-Baym
contour. Fig. G.1 shows the contour for calculating χ>

sl (z,z′) with z̄ ≻ z̄′.

××× ×
z′ z̄′ z̄ z

Re t

Im t

t0 − iβ

t0

Figure G.1: Kadanoff-Baym contour for χ>
sl with z̄ ≻ z̄′, z̄ ∈ C1 and z̄′ ∈ C1.

The greater part of this configuration translates mathematically into Eq. (G.1):

χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ z

t0

dz̄
ˆ z

t0

dz̄′×

G>,σ
k̃

(z, z̄)θC(z, z̄)G<,σ
k̃−q

(z̄′,z)θC(z, z̄′)
[
□>,σ−σ

k̃−k̄
(z̄, z̄′)θC(z̄, z̄′) +□<,σ−σ

k̃−k̄
(z̄, z̄′)θC(z̄′, z̄)

]
×
[
G>,−σ

k̄ (z̄,z′)θC(z̄,z′) + G<,−σ
k̄ (z̄,z′)θC(z′, z̄)

][
G<,−σ

k̄−q (z′, z̄′)θC(z̄′,z′)

+ G>,−σ
k̄−q (z′, z̄′)θC(z′, z̄′)

]
θC(z,z′). (G.1)

Now, the case of the lesser part χ<
sl (z,z′) with z′ ≺ z on C1 is dealt with, meaning

that z would swap with z′ in Fig. G.1. This leads to the following expression
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χ<,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ z

t0

dz̄
ˆ z

t0

dz̄′×

G>,σ
k̃

(z, z̄)θC(z, z̄)G<,σ
k̃−q

(z̄′,z)θC(z, z̄′)
[
□>,σ−σ

k̃−k̄
(z̄, z̄′)θC(z̄, z̄′) +□<,σ−σ

k̃−k̄
(z̄, z̄′)θC(z̄′, z̄)

]
× G<,−σ

k̄ (z̄,z′)θC(z′, z̄)G>,−σ
k̄−q (z′, z̄′)θC(z′, z̄′)θC(z′,z). (G.2)

The retarded component is defined as χR ≡ χ> − χ<.

z̄ ∈ C1 and z̄ ′ ∈ C2 To continue, the configuration where z̄ remains on C1

with z̄′ shifting down to C2 is considered. In that case, this necessary implies
that z̄≺ z̄′. The expression for the greater component of the single-ladder vertex
correction on the contour is

χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ z

t0

dz̄
ˆ t0

z
dz̄′×

G>,σ
k̃

(z, z̄)θC(z, z̄)G>,σ
k̃−q

(z̄′,z)θC(z̄′,z)□<,σ−σ
k̃−k̄

(z̄, z̄′)θC(z̄′, z̄)

×
[
G<,−σ

k̄ (z̄,z′)θC(z′, z̄) + G>,−σ
k̄ (z̄,z′)θC(z̄,z′)

]
G<,−σ

k̄−q (z′, z̄′)θC(z̄′,z′)θC(z,z′),

(G.3)

whilst the lesser component reads

χ<,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ z

t0

dz̄
ˆ t0

z
dz̄′×

G>,σ
k̃

(z, z̄)θC(z, z̄)G>,σ
k̃−q

(z̄′,z)θC(z̄′,z)□<,σ−σ
k̃−k̄

(z̄, z̄′)θC(z̄′, z̄)G<,−σ
k̄ (z̄,z′)θC(z′, z̄)

×
[
G<,−σ

k̄−q (z′, z̄′)θC(z̄′,z′) + G>,−σ
k̄−q (z′, z̄′)θC(z′, z̄′)

]
θC(z′,z). (G.4)

In Eq. (G.4), the first term in [· · · ] concerns configurations where z̄′ is located
further to the left on the C2 branch as compared to z′ whereas the second term
concerns the opposite situation. Again, χR ≡ χ> − χ<.

z̄ ∈ C1 and z̄ ′ ∈ C3 Next, the configuration where z̄ remains on C1 with z̄′

now shifting onto C3 is considered. In that case, it necessarily implies that z̄≺ z̄′.
The expression for the greater part of the single-ladder vertex correction on the
contour is

χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ z

t0

dz̄
ˆ t0−iβ

t0

dz̄′×

G>,σ
k̃

(z, z̄)θC(z, z̄)G�,σ
k̃−q

(z̄′,z)□¬,σ−σ
k̃−k̄

(z̄, z̄′)

×
[
G<,−σ

k̄ (z̄,z′)θC(z′, z̄) + G>,−σ
k̄ (z̄,z′)θC(z̄,z′)

]
G¬,−σ

k̄−q (z′, z̄′)θC(z,z′). (G.5)

The lesser part in this case reads

χ<,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ z

t0

dz̄
ˆ t0−iβ

t0

dz̄′

× G>,σ
k̃

(z, z̄)θC(z, z̄)G�,σ
k̃−q

(z̄′,z)□¬,σ−σ
k̃−k̄

(z̄, z̄′)G<,−σ
k̄ (z̄,z′)θC(z′, z̄)G¬,−σ

k̄−q (z′, z̄′)θC(z′,z).

(G.6)

Subtracting Eq. (G.6) from Eq. (G.5) leads to the retarded part of the single-
ladder vertex corrections.
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z̄ ∈ C2 and z̄ ′ ∈ C1 Then, the configuration where z̄ gets on C2 while z̄′ is on
C1 is considered. In that case, this necessarily implies that z̄≻ z̄′. The expression
for the greater of the single-ladder vertex correction on the contour is

χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0

z
dz̄
ˆ z

t0

dz̄′×

G<,σ
k̃

(z, z̄)θC(z̄,z)G<,σ
k̃−q

(z̄′,z)θC(z, z̄′)□>,σ−σ
k̃−k̄

(z̄, z̄′)θC(z̄, z̄′)G>,−σ
k̄ (z̄,z′)θC(z̄,z′)

×
[
G<,−σ

k̄−q (z′, z̄′)θC(z̄′,z′) + G>,−σ
k̄−q (z′, z̄′)θC(z′, z̄′)

]
θC(z,z′). (G.7)

On the other hand, the lesser part reads

χ<,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0

z
dz̄
ˆ z

t0

dz̄′

× G<,σ
k̃

(z, z̄)θC(z̄,z)G<,σ
k̃−q

(z̄′,z)θC(z, z̄′)□>,σ−σ
k̃−k̄

(z̄, z̄′)θC(z̄, z̄′)

×
[
G>,−σ

k̄ (z̄,z′)θC(z̄,z′) + G<,−σ
k̄ (z̄,z′)θC(z′, z̄)

]
G>,−σ

k̄−q (z′, z̄′)θC(z′, z̄′)θC(z′,z).

(G.8)

both z̄ and z̄ ′ lying on C2 Then, the times located on the lower branch C2

of the Kadanoff-Baym contour are integrated over. Fig. G.2 shows the contour
for calculating χ>

sl (z,z′) with z̄ ≻ z̄′.

× ×
z′ z

×

z̄′
×

z̄ Re t

Im t

t0 − iβ

t0

Figure G.2: Kadanoff-Baym contour for χ>
sl with z̄ ≻ z̄′, z̄ ∈ C2 and z̄′ ∈ C2.

The greater component translates mathematically into Eq. (G.9):

χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0

z
dz̄
ˆ t0

z
dz̄′

× G<,σ
k̃

(z, z̄)θC(z̄,z)G>,σ
k̃−q

(z̄′,z)θC(z̄′,z)

×
[
□>,σ−σ

k̃−k̄
(z̄, z̄′)θC(z̄, z̄′) +□<,σ−σ

k̃−k̄
(z̄, z̄′)θC(z̄′, z̄)

]
× G>,−σ

k̄ (z̄,z′)θC(z̄,z′)G<,−σ
k̄−q (z′, z̄′)θC(z̄′,z′)θC(z,z′). (G.9)

Next we have to deal with the case of χ<
sl (z,z′) with z ≺ z′, meaning that z

would swap with z′ in Fig. G.2. This leads to the following expression
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χ<,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0

z
dz̄
ˆ t0

z
dz̄′×

G<,σ
k̃

(z, z̄)θC(z̄,z)G>,σ
k̃−q

(z̄′,z)θC(z̄′,z)
[
□>,σ−σ

k̃−k̄
(z̄, z̄′)θC(z̄, z̄′) +□<,σ−σ

k̃−k̄
(z̄, z̄′)θC(z̄′, z̄)

]
×
[
G>,−σ

k̄ (z̄,z′)θC(z̄,z′) + G<,−σ
k̄ (z̄,z′)θC(z′, z̄)

]
×
[
G>,−σ

k̄−q (z′, z̄′)θC(z′, z̄′) + G<,−σ
k̄−q (z′, z̄′)θC(z̄′,z′)

]
θC(z′,z). (G.10)

z̄ ∈ C2 and z̄ ′ ∈ C3 Then there is the configuration where z̄ remains on C2

with z̄′ now shifting to C3. In that case, this necessarily implies that z̄ ≺ z̄′. The
expression for the greater component of the single-ladder vertex correction on
the contour is given by Eq. (G.11):

χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0

z
dz̄
ˆ t0−iβ

t0

dz̄′×

G<,σ
k̃

(z, z̄)θC(z̄,z)G�,σ
k̃−q

(z̄′,z)□¬,σ−σ
k̃−k̄

(z̄, z̄′)G>,−σ
k̄ (z̄,z′)θC(z̄,z′)G¬,−σ

k̄−q (z′, z̄′)θC(z,z′)

(G.11)

and that of the lesser component is

χ<,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0

z
dz̄
ˆ t0−iβ

t0

dz̄′×

G<,σ
k̃

(z, z̄)θC(z̄,z)G�,σ
k̃−q

(z̄′,z)□¬,σ−σ
k̃−k̄

(z̄, z̄′)
[
G<,−σ

k̄ (z̄,z′)θC(z′, z̄) + G>,−σ
k̄ (z̄,z′)θC(z̄,z′)

]
× G¬,−σ

k̄−q (z′, z̄′)θC(z′,z). (G.12)

z̄ ∈ C3 and z̄ ′ ∈ C1 Then there is the configuration where z̄ gets on C3 with
z̄′ sitting on C1. In that case, this necessarily implies that z̄ ≻ z̄′. The expression
for the greater part of the single-ladder vertex correction on the contour is given
by Eq. (G.13):

χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0−iβ

t0

dz̄
ˆ z

t0

dz̄′G¬,σ
k̃

(z, z̄)G<,σ
k̃−q

(z̄′,z)

× θC(z, z̄′)□�,σ−σ
k̃−k̄

(z̄, z̄′)G�,−σ
k̄ (z̄,z′)G<,−σ

k̄−q (z′, z̄′)θC(z̄′,z′)θC(z,z′), (G.13)

whilst that of the lesser component reads

χ<,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0−iβ

t0

dz̄
ˆ z

t0

dz̄′G¬,σ
k̃

(z, z̄)G<,σ
k̃−q

(z̄′,z)

θC(z, z̄′)□�,σ−σ
k̃−k̄

(z̄, z̄′)G�,−σ
k̄ (z̄,z′)

[
G<,−σ

k̄−q (z′, z̄′)θC(z̄′,z′)

+ G>,−σ
k̄−q (z′, z̄′)θC(z′, z̄′)

]
θC(z′,z). (G.14)

z̄ ∈ C3 and z̄ ′ ∈ C2 Then, as second last, there is the configuration where z̄
is still on C3 but with z̄′ sitting on C2. In that case, this necessarily implies that
z̄ ≻ z̄′. The expression for the greater part of the single-ladder vertex correction
on the contour is given by Eq. (G.15):
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χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0−iβ

t0

dz̄
ˆ t0

z
dz̄′G¬,σ

k̃
(z, z̄)G>,σ

k̃−q
(z̄′,z)

× θC(z̄′,z)□�,σ−σ
k̃−k̄

(z̄, z̄′)G�,−σ
k̄ (z̄,z′)G<,−σ

k̄−q (z′, z̄′)θC(z̄′,z′)θC(z,z′), (G.15)

whilst that of the lesser part is

χ<,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0−iβ

t0

dz̄
ˆ t0

z
dz̄′G¬,σ

k̃
(z, z̄)G>,σ

k̃−q
(z̄′,z)

× θC(z̄′,z)□�,σ−σ
k̃−k̄

(z̄, z̄′)G�,−σ
k̄ (z̄,z′)

[
G<,−σ

k̄−q (z′, z̄′)θC(z̄′,z′)

+ G>,−σ
k̄−q (z′, z̄′)θC(z′, z̄′)

]
θC(z′,z), (G.16)

both z̄ and z̄ ′ lying on C3 At last, but not least, there is the configuration
where both z̄ and z̄′ are on C3. In that case, there is translation invariance and
only the imaginary time difference matters. The expression for the single-ladder
vertex correction on the contour is given by Eq. (G.17):

χ>,σ−σ
sl (q;z,z′) = −

ˆ π

−π

dD k̃
(2π)D

ˆ π

−π

dD k̄
(2π)D

ˆ t0−iβ

t0

dz̄
ˆ t0−iβ

t0

dz̄′G¬,σ
k̃

(z, z̄)G�,σ
k̃−q

(z̄′,z)

×□M,σ−σ
k̃−k̄

(z̄− z̄′)G�,−σ
k̄ (z̄,z′)G¬,−σ

k̄−q (z′, z̄′). (G.17)

The last 9 sub-integrals that make up the single-ladder vertex corrections
have been laid out from Eq. (G.1) to (G.17).





H
N O N E Q U I L I B R I U M A P P R O X I M AT I O N T O T H E T P S C
I R R E D U C I B L E V E RT I C E S

In this section, the approximation introduced in the Bethe-Salpeter equations (5.64)
so as to satisfy the two-particle sum-rules (5.68) on the real-time axis is moti-
vated. To start out, the spin/charge susceptibility is decomposed into Keldysh
components by making use of the Langreth rules introduced in Section 2.2.1.
Since the local sum-rules (5.68) involve lesser components1, the equation (2.22)
is used for the Bethe-Salpeter equations (5.64) Because the vertices

are local in time, i.e
one-time objects,
they are not
endowed with
Keldysh components
and do not contain
memory kernels per
se.

χ
sp/ch,<(>)
q (t, t′) =

ˆ t

t0

dt̄ χ0,R
q (t, t̄)Γsp/ch(t̄)χsp/ch,<(>)

q (t̄, t′)

+

ˆ t′

t0

dt̄ χ
0,<(>)
q (t, t̄)Γsp/ch(t̄)χsp/ch,A

q (t̄, t′)

− i
ˆ β

0
dτ̄ χ0,¬

q (t, τ̄)Γsp/ch(0−)χsp/ch,�
q (τ̄, t′). (H.1)

In the last term of Eq. (H.1), the fact that the irreducible vertices are constants on
the imaginary-time contour branch C3 (Fig. 2.1) was put to use, i.e. Γsp/ch(τ)→
Γsp/ch(0−). Note that the general contour-time arguments z have been traded off
for real-time variables t because the lesser (greater) are exclusively defined on the
real-time branches C1⊕ C2. Now, the local-time two-particle sum-rules apply at
equal time, namely when t = t′ in Eq. (H.1). These sum-rules are fulfilled at each
time steps by varying the local vertices Γsp/ch at latest time t. This transforms
Eq. (H.1) into

χ
sp/ch,<(>)
q (t, t) =

ˆ t

t0

dt̄ χ0,R
q (t, t̄)Γsp/ch(t̄)χsp/ch,<(>)

q (t̄, t)

+

ˆ t

t0

dt̄ χ
0,<(>)
q (t, t̄)Γsp/ch(t̄)χsp/ch,A

q (t̄, t). (H.2)

In Eq. (H.2), the last term was dropped out since it only involves the vertices
on the vertical branch C3 and it does not contribute to the time-dependent sum-
rule at time t. As mentioned, only the vertices at latest time t are changed such
as to modify the local sum-rules. Thus, let’s replace in Eq. (H.2) the dummy
variable t̄ integrated over by t:

χ
sp/ch,<(>)
q (t, t) = χ0,R

q (t, t)Γsp/ch(t)χsp/ch,<(>)
q (t, t)

+ χ
0,<(>)
q (t, t)Γsp/ch(t)χsp/ch,A

q (t, t). (H.3)

On the basis that the susceptibilities χ are bosonic quantities, their equal-time
retarded/advanced Keldysh components give 0 – indeed, this is because

χR
q (t, t

′)∗ = χA
q (t
′, t).

1 Equivalently, because the susceptibilities are bosonic contour-time objects, the greater component
could also be used in the sum-rules (5.68) (χ<(t, t) = χ>(t, t)).
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Therefore, the two terms of Eq. (H.2) drop out as well. It is now clear that using
the form of the Bethe-Salpeter equations laid out in Eq. (5.64) leads to a nu-
merically ill-conditioned problem that precludes one from satisfying the sum-
rules (5.68) at each time step across the real-time branches. Hence, the trick
to get around this difficulty is to multiply the first two terms of Eq. (H.1) by
Γsp/ch(t), just like it is the case on the Matsubara branch (last term of Eq. (H.1)),
instead of integrating over it in between of χ0 and χsp/ch. This way, the vertices
affect directly the local-time lesser (greater) Keldysh component of the suscepti-
bilities, necessary to solve the time-dependent local sum-rules.



I
T E M P E R AT U R E O F A T H E R M A L I Z E D S TAT E

Here, the way the thermal state is attributed a temperature is discussed and
detailed using TPSC (Section 5.2) and DMFT+TPSC (Section 5.2.9) as examples.
Note that the DMFT+TPSC shown does not use any α parameter enforcing
that Dimp (5.99) be equal to DTPSC (5.104). The deviation between Dimp and
DTPSC have been plotted in Section 6.2.2 in 2D and 3D (Fig. 6.36). Albeit these
variations be relatively small, this will pose some ill-defined temperature in the
thermalized state wherein the lattice and impurity will have slightly different
temperatures, due to the fact that the lattice potential energy will differ slightly
from that of the impurity. This problem is overcome in TPSC and TPSC+GG
because of the α parameter employed in the sum-rule (5.71). The same can
be done for DMFT+TPSC, although no results of this improved DMFT+TPSC
method are shown in this thesis, mainly for length concerns.

As previously mentioned in Section 7.1 and Section 7.2, the temperature of
the thermalized state is determined by calculating the total energy of the system
after the ramp, and then by comparing this total post-ramp energy with a graph
representing the energy of the post-ramp U as a function of temperature T
calculated at equilibrium. In the scenario that the lattice hopping term would
be ramped instead of U, the total energy would be traced out with respect to T
at the given post-ramp lattice hopping value. That total energy is nothing else
but the sum of the kinetic energy (7.1) and potential energy (7.2).

1 2 3 4 5 6 7 8
1/T

−0.225

−0.200

−0.175

−0.150

−0.125

−0.100

−0.075

E
to
t(

0)

Total energy vs inverse temperature (U = 3.00)

Figure I.1: Total energy calculated in the 2D nearest-neighbor Hubbard model with
TPSC+GG at U = 3 as a function of inverse temperature.

In Fig. I.1, the total energy (potential plus kinetic) is sketched out as a func-
tion of inverse temperature. The shape of the curve resembles to the function
1/T2. The plot shows the energy calculated in equilibrium for the post-ramp
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U value of Fig. 7.15, for instance. Hence, the figure I.1 allows one to associate
a temperature to the thermalized state given that the total energy after the
quench is known. In Fig. I.2, the time-dependent kinetic energy (top panel),
potential energy (middle panel) and total energy (bottom panel) related to the
up-ramp featuring in Fig. 7.15 are shown. In a fully conserving scheme, the
total energy should be constant after the ramp, meaning that the drop around
t = 2 would be a non-conserving feature. Although, this drop is rather small
and most importantly, the energy remains constant shortly after the interac-
tion ramp is over. This way, the total energy at later times in Fig. I.2 (bottom
panel) gives Etot ≃ −0.168 and it refers to a temperature in Fig. I.1, leading in
this particular case to a thermalized temperature of about Ttherm = 1.7. Then, a
TPSC+GG calculation at equilibrium with the Ttherm found for the post-ramp
U = 3 is run. The various quantities extracted out of this calculation correspond
to the thermalized values displayed in Fig. 7.11 (fast ramp) indicated by the ar-
rows.
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Ē
k
(t

)

TPSC + GG

0.3

0.4

0.5

Ē
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Figure I.2: Time-dependent energies calculated in the 2D nearest-neighbor Hubbard
model with TPSC+GG for the up-ramp used in Fig. 7.15. Top panel: kinetic
energy calculated from Eq. 7.1. Middle panel: potential energy calculated
from Eq. 7.2. Bottom panel: Total energy calculated from the addition of
Ep + Ek.

Similarly to TPSC and TPSC+GG, DMFT+TPSC uses the total energy of the
thermalized state to extract the thermalized temperature out of the relation of
the post-ramp U total energy versus (inverse) temperature. Although, in this
case, if no extra α parameter enforces that Dimp = DTPSC at each iteration, the
total energies of the full lattice and of the impurity will differ from each other,
resulting in a different thermalized temperature in the two sub-systems.
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