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Abstract
Expanding the debate about empathy with human beings, animals, or fictional charac-
ters to include human-robot relationships, this paper proposes two different perspec-
tives from which to assess the scope and limits of empathy with robots: the first is 
epistemological, while the second is normative. The epistemological approach helps us 
to clarify whether we can empathize with artificial intelligence or, more precisely, with 
social robots. The main puzzle here concerns, among other things, exactly what it is 
that we empathize with if robots do not have emotions or beliefs, since they do not have 
a consciousness in an elaborate sense. However, by comparing robots with fictional 
characters, the paper shows that we can still empathize with robots and that many of the 
existing accounts of empathy and mindreading are compatible with such a view. By so 
doing, the paper focuses on the significance of perspective-taking and claims that we 
also ascribe to robots something like a perspectival experience. The normative ap-
proach examines the moral impact of empathizing with robots. In this regard, the paper 
critically discusses three possible responses: strategic, anti-barbarizational, and prag-
matist. The latter position is defended by stressing that we are increasingly compelled 
to interact with robots in a shared world and that to take robots into our moral 
consideration should be seen as an integral part of our self- and other-understanding.

Keywords Empathy . Artificial intelligence . Humanoid robots . Interaction . Perspective-
taking . Fictional characters . Ethics

1 Introduction

Debates about empathy or, more broadly, interpersonal understanding have been a 
mainstay of scholarship across a broad range of disciplines. However, while much has 
been written on the human capacity to empathize with real people or fictional characters
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(for recent overviews, see Coplan and Goldie 2011; Maibom 2017), until recently
philosophers have somewhat neglected the role of empathy in human-robot interactions
(HRI) (cf. Brinck and Balkenius 2018; Lin et al. 2017). Yet, in line with the growing
number of studies on the emotions or other features of artificial intelligence systems,1

there has been much philosophical interest in the possibility and necessity of interacting
and empathizing with different forms of artificial intelligence, especially with so-called
social robots.2 This interest has also given rise to discussions on the value of empathy
for society in general or for health care and therapy in particular (Coeckelbergh 2018;
Darling 2016; Engelen 2018; Loh 2019; Misselhorn in press; Vallor 2011). It is
becoming clear that, in the future, robots and androids – that is, robots that look like
humans – will become more or less independent actors with social skills. As such, they
are set to become important companions and increasingly capable of establishing
relationships with human beings (Benford and Malartre 2007; Breazeal 2002;
Dumouchel and Damiano 2017). In addition, Deep Learning Systems (Kasparov
2017) will be deployed in many (so far) human professions, which will not only
improve or facilitate some tasks or challenges (in medical research, for instance); they
might also force us to reconsider some key concepts such as intelligence, agency,
consciousness, autonomy, emotions, or perspectives (Schneider in press).

As studies have shown (Leite et al. 2013), the form and success of human-robot
relationships often depend on humanlike features – such as the robots’ capacity to
express emotions, to interact, and to execute (more or less) autonomous decisions.
These capacities are also important for reciprocal empathic understanding.3 While
human beings also recognize and ascribe emotions in relation to abstract virtual forms
or even in view of technical devices (the best examples being smartphones and
computers), for our cooperative and collaborative interaction with robots – particularly
in the medical or health care context – a strong human likeness might be crucial in these
interactions succeeding. As the presence of humanoid social robots in society grows, so
too does the need to examine and shape our interactions with them. The current
generation of robots is already able to express a range of emotions – the humanoid
A.I. “Sophia”, for instance, knows 60 different facial expressions and even seems
capable of communicating with a sense of humor and irony. However, robots do not
have a consciousness in the sense of subjective experience,4 and they do not possess
humor or emotions in an elaborate sense (Boden 2016; MacLennan 2014; Scheutz
2011). Yet, they might have something that can be seen as analogous to human
emotions and some mental processes. Moreover, in light of recent insights from the
philosophy of embodied cognition, it might be the case that the humanlike body and
behavior and the “extended” cognition are what help humans to recognize androids as
partners and as similar to them in some respects, while remaining totally distinct from

1 A group at the MIT Media Lab and the IEEE standards association argues for the concept of “extended”
intelligence instead of “artificial”. By means of such a new narrative of “extended”, they want to guarantee that
robots do not substitute but rather support human beings and cooperate with them. Together they established
the Council on Extended Intelligence CXI, see https://globalcxi.org (last accessed 12.12.2019).
2 An ERC-funded project located at the University of Glasgow and headed by Emily Cross examines
particularly the socializing of human beings with artificial intelligence and the importance of interaction and
relationships with robots for social cognition. One focus lies on the ability of robots to be companions,
http://www.so-bots.com (last access 20.12.2019).
3 Concerning the phenomenon of the “uncanny valley” see below.
4 At least when we follow an anti-physicalist position.
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them in others (Benford and Malartre 2007, 181; Hoffmann and Pfeifer 2018; Newen
et al. 2018).5

Empathy is broadly seen as a crucial way of apprehending and re-experiencing
others’ mental states by mindreading, emotional sharing, and/or experiential co-
experience (see e.g. Engelen and Röttger-Rössler 2012; Goldman 2006; Stueber
2018; Zahavi 2014).6 In philosophy, empathy is usually distinguished from affective
contagion and moral sympathy or compassion.7 Whereas the latter aims at the well-
being of others and wants to promote (or at least not to impede) it (Darwall 1998),
empathy, in the first instance, leads to the comprehension of others’ mental processes –
such as emotions or beliefs. In contrast to mere emotional contagion, a self-other
differentiation must be in place (De Vignemont and Jacob 2012). There continues to
be significant debate on this point and a variety of definitions and approaches have
been put forward which seek to address questions such as: How do we perceive and
access others’ states and experiences? How is the empathic process to be characterized?
What is the outcome of this process? Broadly speaking, the predominant theories –
coming from philosophy of mind or phenomenology – are the Mirror Neurons or
Resonance Theory (MNT) (Gallese 2001), the Theory Theory (TT) (Fodor 1987;
Gopnik and Wellman 1994), Simulation Theory (ST) (De Vignemont and Jacob
2012; Goldman 2006, 2011; Stueber 2006), Direct Perception Theory (DPT) (Zahavi
2011) with its variations of Interaction Theory (IT) (Gallagher 2008, 2017) and
Narrativity Theory (NT) (Gallagher and Hutto 2008). In addition, there are hybrid
and pluralist theories which combine two or more approaches, such as direct perception
and imagination8 (Schmetkamp 2017, 2019; Dullstein 2013; for excellent overviews,
see Newen 2015; Stueber 2018; Zahavi 2014; 2018). Given this diverse set of
approaches, some make further distinctions between cognitive empathy (such as TT)
or affective empathy (such as ST or MNT).9

By asking whether we can empathize with robots at all, section 2 will focus on the
many epistemic dimensions of empathic interrelationships with robots: What do we
perceive and understand if there are not really emotions, subjective experiences or

5 The paper concentrates mainly on humanoid robots. One reason for this is that it helps to constrain the scope
of the paper; another reason is the assumption that humanlike features indeed facilitate our social interaction
with artificial intelligence and make it more plausible that we treat robots as social partners. However, we can
also empathize with more abstract forms of A.I. by ascribing to them emotional states and motives (see Isik,
Koldeewyn, Beeler and Kanwisher 2017). I am very thankful to one reviewer for this remark.
6 It is very controversial whether empathy presupposes or implies affective mirroring, theoretical mindreading,
simulative perspective-taking, emotional understanding and/or experiential comprehension, and there is
currently no end to this debate in sight (see e.g. Zahavi 2018). Many philosophers stress that mindreading
is something distinct from empathy, and that empathy is “something extra”. Here, however, I have tried to
apply all the different approaches. My own position is a phenomenological one, though.
7 One problem of the whole debate is, though, that there is no conceptual consensus what empathy is and
implies. The ERC-funded project on social robots, for instance, defines empathy as involving both emotional
matching and prosocial behavior. In philosophy, though, empathy is usually not seen as a moral emotion or
attitude (see Cross et al. 2018; Zahavi 2018).
8 For instance, by referring to the classical positions of Stein or Dilthey and combining direct perception with
imaginative re-presentation (“Vergegenwärtigung”) (see also Gallagher 2019).
9 Kanske (2018) distinguishes between affective empathy proper and cognitive theory of mind. Whereas the
first capacity would enable us to feel what others feel, the other would help us to understand what others think
or believe. Although I recognize the differences, I will not distinguish mentalizing from empathizing here, but
will examine different forms of understanding other minds under the umbrella term of empathy since this is the
central term in the current philosophical debate.



perspectives in a rich sense? Or do robots have something similar to emotions, beliefs,
and experiences? Do they have an individual view on the world (Schmetkamp 2017) or a
narrative (Gallagher 2012), since at least they are embodied and contextualized? By
comparing robots with fictional characters, the answer will be affirmative: Yes, to a
certain degree we can empathize with robots in a cognitive, affective, and even experi-
ential way, by either inferring, feeling, interacting or imagining how they perceive and
move through their world, just as we comprehend in plural ways (Vaage 2010) how a
fictional character (e.g. in a movie) perceives her world, acts, and feels. The crucial aspect
here will be that we ascribe an individual perspective to the other. We comprehend it
independently of whether this perspective is only narrated, projected or programmed.10

The second question, which will be discussed in section 3, asks whether we should
empathize with robots. There are two sides to this question: we can either ask whether
empathy with robots has a mere strategic function with regard to the enhancement of
the reciprocal understanding within the human-robot interrelationship, or we can ask
whether empathy has an ethical impact such that we have a duty to empathize with
robots (for an overview on the topic of ethics and A.I., see Boddington et al. 2017). If,
for instance, we can epistemically understand what robots perceive, intend, or might
even “feel”, we are also able to predict what they will do next. In general, this might be
helpful in terms of our interactions with them.11 Obviously, this refers to a strategic or
rational “should”. The second meaning of the question gives rise to a normative
answer: Do we owe empathy to others in a moral sense? And what, from a moral
standpoint, do they or we – as empathizers – gain from this? Considering this question,
at first glance a Kantian answer might be obvious, which follows the precedent set by
Kant’s view on animals and which can be modified to apply to artificial intelligence:
namely we should empathize, so the argument goes, in order to avoid “moral barba-
rization”. In the end, the paper will take neither the strategic nor the Kantian path, and
instead propose a pragmatist and relational answer. This answer is related to the other
two. However, it stresses the impact of interaction and of the self-other-understanding.

2 Can we Empathize with Robots?

For reasons of space, I will concentrate on robots that have both a face and a body,
show humanlike expressions and behavior, are intended to interact with human beings,
and are therefore embodied and embedded in our everyday life and as such are subject
to social appraisal by humans. A second reason for this focus is the assumption that
robots with humanlike features and expressions are probably even more capable of
building confidence and eliciting emotional responses similar to those of real humans
(Brinck and Balkenius 2018; Mori 2005) and are in this regard more likely to be
recognized and accepted as partners in social interaction. Although studies in cognitive
psychology have shown that we can also empathize or mindread with systems which
have little physical resemblance (Bretan et al. 2015), a humanlike appearance is

10 The paper focuses on the epistemological question. It will not answer the metaphysical question whether
robots or A.I. have a consciousness.
11 Concerning the deployment of Deep Learning Systems in medicine, among other features, it is necessary to
trust the intelligent machine and to understand what it is going to do, for instance in a medical robot-patient
interaction.
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important for the use of robots as caregivers or colleagues in healthcare (Vallor 2011).12

But what kind of empathy is at stake here? Do we mirror the robots’ expressions? Do
we interpret and predict their behavior? Or do we empathize in a more phenomeno-
logical, interactive way?

Very minimally, empathy can be defined as the human capacity to comprehend others’
mental states and to re-experience them in one way or another, although it remains a matter
of debate whether the empathic subject needs to feel the same as the other. Some theories
restrict the objects of empathy to persons’ emotions and their expressions as indicating
affective states. Others are broader and include other cognitive processes as objects of
empathy – such as beliefs, desires, and their respective reasons (for overviews, see Batson
2009; Slote 2017). A prominent definition implies an isomorphism condition: empathizer
and target are in the same or at least a similar affective state (De Vignemont and Singer
2006). However, as some critics have argued, empathy does not necessarily imply that we
replicate others’mental states (Zahavi andMichael 2018). Nor do we have to care about the
other in a more elaborate sense.

As is widely known, the current “hype” surrounding the topic of empathy can be largely
attributed to the discovery of the so-called “mirror neurons” (Iacoboni et al. 1999; 2011).
Broadly speaking, mirror neurons are those neurons located in an area of the brain that are
discharged for both the observation and execution of similar actions. This imitation process
has been applied to the understanding of human emotions: when observing another person’s
affective expression – such as a sad face – the same neurons would be activated as if we – as
observers – had made a sad face and felt sadness ourselves. Whereas this theory has been
widely criticized (Hickok 2014) and rejected as a theory of empathy, others have invoked it
in their more elaborate approach to empathy. In his account of Simulation Theory (ST),
Alvin Goldman, for instance, distinguishes makes a distinction between a low-level and a
high-level form of mindreading or a “mirror route” and a “reconstructive route”, though
emotional “resonance” is implemented via both routes (Goldman 2006, 2011). Mirror
neurons are the main part of the low-level processes through which we comprehend another
person’s mental states immediately and automatically. On a more complex, higher level, we
simulate the other’s state in our ownmind and then arrive at the knowledge of how the other
feels, not by deploying a theory, but rather by imitating the others’ behavior in our mind and
then projecting our own mental process onto the other. According to ST, we simulate, via a
first-person perspective, being in the other’s situation and utilize our own mental mecha-
nisms to generate thoughts, beliefs, desires, and emotions. For the past couple of decades, ST
– alongside its opponent the Theory Theory (TT) – has dominated the debate on
mindreading. TT claims that our understanding of other minds essentially relies on folk
psychology, which is either inborn or acquired during early childhood (Baron-Cohen 1995).
TT assumes that we make theory-based inferences in order to understand others.13 From a
third-personal, observational standpoint, we deploy (implicitly or explicitly) law-like gen-
eralizations, which imply concepts of mental states such as perception, belief, and desire. TT
has been criticized for being overly theoretical and too general (Zahavi 2014; but cf. Fodor
1987). Its detractors claim that TT does not take the concrete other into account, nor does it

12 However, empirically it remains uncertain whether robots indeed must be humanlike in HRI (Brinck and
Balkenius 2018).
13 One problem, of course, is how we understand the term “understanding”. Monika Dullstein (2012) has
shown that Theory of Mind accounts use quite a different notion from phenomenological accounts.



recognize the embodiment and embeddedness of others. Furthermore, both TT and ST are
seen to be taken in by a false Cartesian occlusionistic view of the mind, as if we cannot
perceive what is going on in the mind of another (Zahavi 2011, 2014). By contrast,
phenomenological accounts stress the embodiment and embeddedness of human beings
and argue that we are able to see directly in the other’s face and bodily expressions what she
is experiencing: in this view, we do not have to infer or imagine what she is feeling; we only
need to perceive it. Moreover, we do so in a shared situational context and through
interaction. For this reason, such an approach is called Direct Perception Theory (DPT)
(Zahavi 2011, 2014) or Interaction Theory (IT) (Gallagher 2001; 2012). In contrast to TT,
DPT and IT argue that we do not adopt a third-person stance towards others and observe
them. In addition, DPTand ITalso argue that we do not have an imaginative indirect access
to others. Instead, we socially interact in a second-personal way, whereby two “yous”
recognize each other complementarily and reciprocally (Dullstein 2012; Engelen 2018;
Zahavi and Michael 2018). DPT’s limits obviously arise in situations whereby the other is
not present to us: for instance, when someone tells us a story about someone else, or if we
read a novel, watch a movie, or see a play where the experiences of others are in some way
mediated by someone else (e.g. a narrator), we do not have direct encounters. Hence, all such
instances are cases where the other is given by narration, sometimes even within a fictional
framework. This is why some philosophers add that a narrative is essential in order to
understand other minds or to elicit empathy in anything more than the most basic sense.
Daniel D. Hutto (2008) formulated theNarrative Practice Hypothesis (NPH). According to
this thesis, we understand others’ reasons for acting, their beliefs and desires only when we
also take into account individual circumstances, the subject’s history, her current situation,
her hopes and experiences, her character traits, and so on. In other words, according to the
NPH, to grasp someone’s situation, we have to rely on the person’s “story” (Gallagher
2012). This view also allows for empathizing with “monsters or aliens from other planets, as
portrayed in film” (Gallagher 2012). However, a kind of imagination is needed here: There
are so many cases – not only but especially in our dealings with fiction – where we rely on
our imagination as a way of making available something that is not present to us. Even one
of the early pioneers of phenomenological approaches to empathy, namely Edith Stein
(1989), claimed that imagination or “re-presentation”14 plays a crucial role within a multi-
stage process of empathic comprehension. This is why some theories of empathy combine a
second-personal approach with a form of imaginative re-presentation of the concrete other’s
situation, narrative, and/or perspective (Schmetkamp 2019; Gallagher and Gallagher
2019).15

Regardless of whether we ought to consider all these different accounts as theories of
empathy or more broadly as theories of interpersonal understanding, for every account we
can ask the following from a descriptive and epistemological perspective: How do we

14 It is difficult to give an exact translation of Stein’s concept of “Vergegenwärtigung”. The English translation
(Stein 1989) uses “representation” or “representational act” (Stein 1989: 8) as a non-primordial represented
“givenness” of others’ or indirect experiences (analogous to memory, expectation, and fantasy) (ibid.). In the
debate it is often overlooked that Stein proposes a step model of empathy, according to which the first level is
direct perception of the other’s experience, with the second level being a kind of reflection and perspective-
taking (Stein 1989: 10).
15 Gallagher recently defined empathy as follows: “Empathy might […] not only [count] as something that
happens, but as a method; and that […] involves putting oneself into the other’s perspective or situation”
(2018). In so doing, Gallagher expanded his narrative approach into a perspectival approach (combining the
narrative with the subjective perspective).
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empathize with A.I., for instance humanlike robots, if the respective account were the most
plausible one? For instance, if we observe a robot’s expressions and/or actions, one might
argue that we automatically resonate and imitate the expressive behavior. If we want to
predict what the robot will do next, we might also deploy a folk-psychological theory and
infer their reasons for acting. We might simulate what we would do if we were in their
situation and then project our experience on them. Or, in direct encounters, wemight be able
to interactively perceive their actions. We might consider their embeddedness within a
narrative context and comprehend their emotions’ intentional structure without at the same
time replicating their “qualitative” content. Empirically speaking, these interactive ways of
understanding certainly occur.

However, some obvious metaphysical and epistemological objections can be raised. The
main problem is that robots do not actually feel or experience anything. Nor do they really
have mental states such as desires or beliefs, for they have no consciousness. That said, it
also seems odd to speak of a robot’s individual perspective or personal narrative. Insofar as
empathy is directed towards mental states and someone’s “being in the world”, the answer
would be: we cannot empathize with robots.

Yet, two possible responses could be given: First, robots’ “mental states” are often
described as “computational states” which are considered to have a structure that is
analogous to human mental states. So, if we assume that robots have something which is
comparable to human mental states, do they also have something like emotions or experi-
ences with which we empathize? According to some current philosophical accounts of
emotions, emotional states or processes exhibit a complex structure consisting of cognitive
and affective components (De Sousa 1987; Nussbaum 2001): whenwe feel anger, our anger
is intended towards an object which we evaluate as being annoying. In psychology this is
also called appraisal theory, which implies that we make judgments about objects in our
environments with regards to their relevance to our goals. If emotions only consisted of this
mere cognitive component, we could assume that robots have emotions in a minimal sense.
Robots, we could argue, act upon a set of reasonswhich are based upon a set of beliefs about
the world. However, emotionsmight comprise more than that: anger, for instance, is also felt
on a sensational and bodily level; it feels, for instance, frustrating and narrowing. That said,
anger also has negative connotations, which we become aware of proprioceptively
(Colombetti 2013). Robots’ bodies, though – if they are not purely virtual – are comprised
of metal or plastic, and, more importantly, they are not related to a rich concept of
consciousness: in the sense that it experiences itself as an emotional being. It cannot self-
referentially feel what it is like to be in a plastic body. Furthermore, as narrative emotion
accounts have argued, complex emotions are usually embedded within a narrative frame-
work: we can tell a story about their arousal and development (Goldie 2000). And last but
not least, human beings are able to creatively deal with their feelings and emotions: they can
learn new emotions and they are able to modify some and cultivate others.

Yet, this might also be possible for and with robots. The crucial point here is that we,
perfectly intuitively, also ascribe emotions tomachines.When collaborating with robots, we
might take on the “intentional stance”. This concept, originating from the work of Daniel
Dennett, implies that we treat an object whose behavior we want to predict as a rational
agent; we ascribe beliefs and desires, and, on that basis, we predict its behavior (Dennett
1987). But still, this approach is based on a theory of mindreading and not on the theory of
phenomenal interaction that phenomenologists have in mind. However, if we consider
consciousness implying phenomenal experience, it seems difficult to apply other than



Theory of Mind accounts of empathy to the HRI. In other words, the problem concerning
the compatibility of phenomenological theories for HRI seems to be the phenomenal aspect
ofmental states, particularly the feeling and experiential side of emotions.Whereaswe could
theorize (TT) about the cognitive components of, or simulate, a robot’s decision situation
(ST) and then infer or project from our conclusions to the robot’s situation, it would be
difficult to speak of an empathic comprehension of the robot’s affective and sensational
states in a non-projectiveway. If we expand the problem to the concept of “experience” – the
central term of the phenomenological approach (DPT) – things become even more compli-
cated. As described above, according to the DPT and its variations, in our social interaction
with others we empathically perceive their experiences, and we do so from a reciprocal
second-person standpoint. “Experience” is an elaborate phenomenological term and implies
existential aspects and phenomenal qualities. We subjectively and consciously experience
our world or what it is like to feel or to do something, for example perceiving a red table as
red and what this redness feels like. DPT assumes that we experience others’ phenomenal
experiences directly and intersubjectively, though not by replicating the exact qualitative
character of an experience, but rather by attending to the intentional structure of the other’s
perspective (Gallagher 2012; Zahavi and Michael 2018). In order for this process to
function, intercorporeal and face-to-face interaction is important.16 Now, whereas the latter
is (at least very basically) guaranteed when we cooperate and collaborate with robots, some
crucial criteria of this intersubjective relationship are missing: just as robots do not feel
emotions, so they do not have a subjective experience with their phenomenal content and
existential impact.17 DPT presupposes, though, that by perceiving someone’s affective state
in their facial or bodily expressions, we thereby also re-experience what it is like for them.
We do not have to employ theoretical inferences, imitations, or projections. We experience
that the other has phenomenal experiences. That said, from a phenomenological perspective,
it seems difficult to empathize with robots. Yet, by comparing artificial intelligence with
fictional characters, I will propose a potential solution and also demonstrate that not only do
we mindread or mirror robots’ behavior, but that it is possible, at least to a certain degree, to
apply a phenomenological approach, that is, to interactively empathize with the robots’
perspectival “experience”. And the argument even goes beyond this analogy: When we
interact with robots in a shared environment, we develop a shared intentionality and even a
joint history, and this is crucial for our relationship with robots (Coeckelberg 2018).
However, similar to our empathic understanding of fictional characters, our capacity of
imagination is crucial here.

Let’s play out the analogy: It is commonly assumed that empathy plays an essential
role in our dealings with fictional narratives and fictional characters – be it in a novel,
movie or play. Since the 1990s, there has been considerable debate within the philos-
ophy of literature and film as to whether “empathy” ought to be subsumed under the
umbrella term of “emotional engagement” with fictional characters in general (e.g.

16 The narrativistic version of phenomenological approaches, though, implies an imaginative component
which enables us to comprehend the intentional structure by narrative imagination, e.g. if an intersubjective
interaction is not given (Gallagher and Gallagher 2019).
17 It is a similar question to that in the so-called “zombie thought experiment”, which discusses whether we
can assume or ascribe a consciousness in the case of zombies – which are like us in all physical respects but
have no conscious experiences in a rich sense (Chalmers 1996; Dennett 1991).
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Plantinga 2009; Smith 1995). Other forms of engagement include emotional contagion
and emotional sharing – especially with respect to the moody effects of a fiction –
moral sympathy or compassion, negative emotions such as antipathy, and synesthetic
affects (Plantinga 2009; Schmetkamp 2017). As many film scholars have noted,
empathy plays a crucial epistemic role in enabling the viewer to follow the narrative
and remain attached to the characters (Smith 1995).18 Leaving aside the other complex
debate concerning the so-called “paradox of fiction” – which discusses whether we can
feel real emotions towards fictional entities and whether these emotions are rational
(Yanal 1999) – and presuming that we really feel and have to feel empathy towards
fictional characters, we still have to explain how best to conceptualize empathy in the
case of fiction. While I am generally convinced that we deploy different forms of
empathizing, mindreading, and understanding – that is, the full spectrum of compre-
hension of others’ mental states – when watching a movie or reading a novel, my
assumption is that one aspect is particularly vital: Fictional characters express and
represent certain individual perspectives on their (fictional) world. These perspectives
are narrated in the diegetic world of the movie or novel; moreover, they are often
additionally framed by an implicit or explicit narrator. They are embedded within a
plausible narrative. Or, put differently: a narrative is a structured and shaped represen-
tation of events from a certain perspective (Goldie 2012: 8) and in fiction, the
characters embody, express, and represent such embedded perspectives.

The importance of perspectives for fiction, and indeed for our empathic engagement
with it, is in part due to the fact that a fiction usually (though not always) has different
technical perspectives: a story is usually told from a first- or third-person perspective. But
even more importantly, a perspective is a worldview. That said, a perspective means how a
person is embedded in the world, how one perceives the world, how one experiences it.
This perspective is shaped by and, in turn, shapes emotions, experiences, histories,
memories; it is influenced by and itself influences character traits, judgments, and beliefs
(Schmetkamp 2017). When, for instance, we are in a depressive mood, we see our world
from a different – namely depressive or melancholic – point of view than if we are in a
happy state.

We can now speak of fictional characters as “having” (or rather expressing and
representing) a perspective insofar as they are focalized and narrated by a narrator
which constructs and directs their worldview. As readers or viewers, we attend to them
as if they have a perspective and we can imagine what it might be like to have such a
perspective. Empathy with fictional characters involves a kind of other-centered per-
spective-taking without reducing this process to one of mere egocentric simulation or
projection.19 What is more, it is an advantage of fictional narratives that they impart
others’ perspectives in a condensed manner. Fictions afford us the opportunity to
become immersed in perspectives which might be similar to or totally different from
our own, and they often do so in an intense, condensed, and comprehensive way.

18 Empathy as perspective-taking is indeed a capacity which enables viewers to comprehend the characters’
narratives and perspectives. However, as a form of sensitive understanding as to why the character is feeling,
thinking, and acting as she does, it is also an outcome. Thus, that empathy is both a process and an outcome
has been argued by Coplan (2011) and Goldie (2000).
19 Misselhorn made a similar argument by noting that “in seeing the T-ing of an inanimate object we imagine
perceiving a human T-ing” (2009: 353).



By comparing robots with fictional characters, one central congruent characteristic
stands out: Both do not really have emotions or conscious beliefs, but they can express
and represent them. And partly on this basis we, as recipients or empathizers, attribute
humanlike mental states to them (Weber 2013). However, we also experience them as
somehow embodied entities with which we interact. As the phenomenological film
philosopher Vivian Sobchack has argued, film and its characters are not just projec-
tions; they have a body and a voice, and they allow quasi-intersubjective experiences
between themselves and recipients (Sobchack 2004). They might even enable tactile
impressions. This embodied characteristic is also true of robots, perhaps even more so.

Yet, there are some crucial differences. Firstly, in contrast to robots, fictional characters
lack a capacity that is vital for every intersubjective account of empathy: namely reciprocal
interaction. In our relationships with fictional characters, we must imagine the characters
having the expressed emotions, experiences, and perspectives, but we do not reciprocally
interact with them. In addition, fictional characters cannot veto whatever we attribute to
them. By contrast, in our encounters with robots, there is at least an existent and present
embodied and embedded, interacting entity with which we can develop a relationship. The
robot is able to object to something – say, if I were a patient and unwilling to take my
medicine, the robot could be charged with ensuring that I do so. Secondly, one might object
that, unlike fictional characters, robots do not (yet) have an experiential perspective or
individual narrative, as mentioned above. Fictions indeed offer a rich picture of how
someone can perceive and evaluate her world; and through these narrative frames and
practices we expand our horizon and learn new emotions or emotional nuances. However,
fictional characters’ emotions and experiences are also only narrated within a particular
narrative frame; their development depends on both what a narrator has dramaturgically
designed and how readers or viewers receive it against their own intellectual and experiential
background. Fictional emotions and experiences have less flexibility and creativity than their
human counterparts. That said, there is the question of whether fictional characters can still
be contrasted with robots. Fictional characters do not really experience anything; similarly,
robots do not have experiences in a rich, qualia-including sense. However, robots do at least
perceive their environment, categorize, evaluate, and interact within it. They have a way of
seeing and being in the world; they are embodied and contextualized. If we think of Thomas
Nagel’s famous anti-reductionistic example “What is it like to be a bat?” (Nagel 1974) we
will never be able to comprehend other beings’ experiential perspective entirely; a bat, or so
his argument goes, has a totally different perceptive system which cannot be compared with
human perception. Yet, scientists are permanently discovering new facts about non-human
entities like fish or plants (Coeckelberg 2018: 148), and one argument here maintains that
even if we might never know what it is like to be them, we can at least experience them and
their perspective in our relation to them (ibid.; Gruen 2009).

If we try to compare the robot’s perspective with our own, there are some similar-
ities, and of course many differences too. But this is not a new phenomenon in our
social cognition of other minds. Firstly, a robot literally (e.g. visually) perceives the
world in a certain way (maybe humanlike, maybe not). Secondly, as an artificial
intelligence, it also has a perspective in the sense that it perceives and evaluates the
world around it, how it solves problems, etc. The robot’s perspective is far from being a
perspective in an elaborate sense, like that of human beings, but it is an epistemic and
evaluative perspective: a robot knows something and makes judgments about the
world. We can also state that it has a motivational perspective, for a robot acts on the
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basis of its beliefs.20 Even more importantly, robots are embedded in a context which
we perceive or with which we interact. So, my answer to the question of whether we
can empathize with robots is: yes. Moreover, all the existing accounts are more or less
applicable to HRI. Of course, the next question we need to ask then is: should we?

3 Should we Empathize with Robots?

Given the preceding analysis, let us assume that we can empathize with humanoid
robots in plural ways, that is, we can feel with, interact with or infer from their
“beliefs”, “emotions”, “experiences”, and “perspectives”. But why should we empa-
thize with them at all? In light of the growing use of robots in medicine, health and
elderly care, for instance, it seems much more plausible for robots to empathize with
patients than vice versa. They must somehow engage some sensibilities towards the
patients’ needs, while, in turn, human patients might need an empathic companion.
That said, it seems as if the investigation so far has been primarily a theoretical test to
reveal which of the different accounts of empathy are compatible with HRI. But is there
also a reason that we, as humans, should also empathize with robots? This question is
relevant, since the interrelationship between humans and robots is only successful and
fruitful if both indeed interact with the other, and these interactions might presuppose –
in one way or another – empathic engagement.

Three arguments could be given for this normative thesis:

1. A strategic argument;
2. An anti-barbarization argument;
3. A pragmatist, shared-community argument.

The first, strategic argument is not directly a morally relevant normative argument. It
takes up the idea that in order to interact successfully, we must somehow be able to
infer and understand what our interactive counterpart is up to. More precisely, we might
want to empathize, take over a perspective or read another mind in order to better
achieve our goals. Our interaction with robots and our empathy with them is in this
sense only of use for something else; it is merely instrumental. The notion “should”
refers to a hypothetical imperative. In this regard, robots are considered more as tools
than as collaborators. In fact, they are not seen as moral agents or patients here, which
have a moral status (Coeckelberg 2018).

More substantive and morally normative is the second argument of non-
barbarization or cultivation. By not empathizing with others, so the argument goes,
we risk becoming desensitized. In turn, empathy might cultivate prosocial behavior and
improve our moral character. Before I explore the main problems with this thesis, I will
explain two of its roots – namely a Kantian and an Aristotelian argument. The Kantian
argument was originally made in respect of the human-animal relationship. It implies

20 Again, similar arguments could be put forward for other A.I. forms of non-human agents, e.g. abstract
virtual shapes. The focus of this paper is on humanoid robots with which human beings cooperate and
collaborate. For this to be successful, human beings might ascribe to A.I. not only basic mental states, but also
a perspective and a narrative. This might be important for collective intentionality and collective attention.



that we should not be cruel towards animals because this would damage or corrupt our
moral character in general. According to this argument, animals are only indirect moral
patients, without having a moral status of their own, since Kant ties one’s moral status
to the competence to act autonomously out of reasons and attributes this competence
only to persons. The same argument would then hold for social robots which would not
be per se moral addressees: this is because they might not have autonomy in an
elaborate sense. However, by not empathizing with them, we would disrespect a crucial
condition of humanity.21 HRI-specialist Kate Darling is a contemporary proponent of
this view: “The Kantian philosophical argument for preventing cruelty to animals is
that our actions towards non-humans reflect our morality – if we treat animals in
inhumane ways, we become inhumane persons. This logically extends to the treatment
of robotic companions. […] It may also prevent desensitization towards actual living
creatures and protect the empathy we have for each other” (Darling 2016: 19).

The Aristotelian argument moves in a similar direction. It implies that we can
cultivate our emotions by perspective-taking, thereby defining perspective-taking as a
distancing from one’s own first-person standpoint, or by emotional sharing and thereby
becoming acquainted with new emotions (Nussbaum 2011; Rorty 2001). Whereas the
Kantian view stresses the problem of barbarization, the Aristotelian view stresses the
ethical impact of cultivating something by empathizing: our emotions, moral percep-
tion, imagination, and power of judgment.

As I said, some problems arise here, which beset the Kantian view in particular: the
first one is that the recognition of just an indirect status of non-persons or beings
without “rationality” is unsatisfactory: it is counterintuitive, anthropocentric, and it
excludes a lot more entities than non-humans (Gruen 2017). But does this also concern
inanimate entities? Thus, the question remains: what is it that we harm when we use
violence against robots that might not feel anything in an elaborate and subjective way?
Do they have a concept of respect and dignity? Do they have moral claims? These
complex questions will have to remain unanswered here, since they would require a
dedicated investigation of their own. Another objection against the Kantian view is that
the argument is based on a specific account of empathy as prosocial behavior. Not only
does this imply an understanding of other minds, but it also involves the concern for the
well-being of another entity. That is, the empathizer is not just interested in the other’s
experiences and “feels” into them; they are also motivated to alleviate the other’s
suffering or to promote her well-being. And if we were cruel to them and were to
disrespect the robots’ well-being – for instance, by beating or raping them (if we think
of sex robots) – this would rebound on our behavior towards humans too. However, as
noted previously, the ethical impact of concern or care is rather the impact of sympathy
or compassion as a sui generis moral emotion, and as such it is distinct from empathy
(Darwall 1998). As phenomenologists in particular have shown, empathy is not
necessarily a positive attitude towards others, but can also lead to antisocial behavior.
A sadistic person has to be empathic in this sense too, that is, they comprehend the
other’s suffering but do not want to alleviate it (Breithaupt 2019; Zahavi and Michael

21 Kant writes: “If a man shoots his dog because the animal is no longer capable of service, he does not fail in
his duty to the dog, for the dog cannot judge, but his act is inhuman and damages in himself that humanity
which it is his duty to show towards mankind. If he is not to stifle his human feelings, he must practice
kindness towards animals, for he who is cruel to animals becomes hard also in his dealings with men” (Kant
1997: 212).
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2018).22 In other words, a Kantian approach conflates some important conceptual
differentiations, namely between empathy and compassion. Another objection could
be raised here: empirically, it is not at all clear why someone who does not empathize
with others becomes necessarily barbarized (Brinck and Balkenius 2018).

However, from a more optimistic angle, some argue that frequent empathic com-
prehension or perspective-taking can help us to learn how others might feel or think.
The more we deploy empathy, the more we are able to get involved with others both in
our everyday interactions and in more unusual encounters. Moreover, this might make
us a more tolerant or more virtuous person. Again, this is argued with regard to fictional
characters and narratives. Attending to others’ perspectives and experiences is, as
Richard Rorty famously claimed, of ethical value, since in so doing we abandon our
egocentric perspective (Rorty 2001). But, of course, we could adopt this argument for
HRI: Empathizing with robots would then improve our cooperative and collaborative
interactions insofar as we would become more acquainted with them. This leads to the
third argument which shares some features with both the strategic and the Kantian/
Aristotelian approach, but stresses the interaction, relation, and social self-
understanding of the empathizers.

This argument (which describes my own position) takes up Rorty’s approach but
modifies it to an even more pragmatist and relational thesis of social cognition and its
preconditions. In contrast to the Kantian and Aristotelian approach, this view proceeds
from an anti-anthropocentric standpoint and stresses the interactive relationship be-
tween human beings and robots. This position assumes that empathizing with others –
in all its variations but especially in the phenomenological interactive tradition – can
allow us to become acquainted with others’ “being in the world” and thereby broaden
our horizons, change our perspectives, and shape our social interactions and moral
behavior towards non-human others.

In view of perspectives, my assumption here is that we can even speak of (future)
robots and deep learning systems23 as having a specific view on the world of their own.
This view will be in some ways similar to and in other ways different from human
perspectives. Science fiction movies such as HER (US 2013) have imagined what
independent A.I. might become: superintelligent systems that far exceed the capabilities
of human thinking. Empathizing with humanoid robots with which we increasingly
interact – in the context of health care, for instance –might help us to prepare for future
developments. For the time being, though, it is rather the case that insofar as we already
share actions and environments with robots, and insofar as empathy and social cogni-
tion can improve our interactions with others, we can also assume that our interactions
with robots will benefit from an empathetic standpoint – though not merely in an
instrumental, strategic sense. This might also have a training effect, an argument that, as
noted, has also been advanced in relation to fictional worlds. But the more important
point is that such a view touches upon the question of how we want to understand
ourselves: taking robots as social companions seriously should be implemented as a
part of our self-understanding as both humans and members of democratic societies.
How we interact with robots depends a lot on how we think of them: as tools with

22 The phenomenon that empathizers can become even more cruel the more humanlike robots are is called the
“uncanny valley” (see Misselhorn 2009; Mori 2005).
23 Or as Susan Schneider calls them: “future minds” (in press).



which are supposed to interact from a mere instrumental point of view, or as partners
which we should take seriously for their own sake. It is, thus, the relation and the shared
community which come to the fore here. Such a position stresses the pragmatist and
phenomenological impact of the interactions. This might also have implications for the
status of the robots as moral agents and moral patients, as Mark Coeckelbergh argues:
“The question of moral standing is always connected to the question who is part of the
moral community and what moral games are already played” (Coeckelberg 2018: 149).
Instead of a top-down implementation of morality, Coeckelbergh argues for a bottom-
up perspective. By considering robots as companions in a relational context and by
empathizing with their perspectival narrative, we develop a relationship with them
which in turn has effects on how we see them morally (ibid.).24 However, to discuss the
moral status would go beyond the scope of this paper. As mentioned above, empathy is
not in itself a moral emotion or attitude of caring. But it might sow the relevant seeds in
this respect, since it provides the epistemological basis for an intersubjective morality.
Moreover, it has a lot to do with our social and moral self-understanding: “[T]he way
we deal with other entities, the way we experience them, what we say about them, the
way we treat them, and so on, also says a lot about me and says a lot about us”
(Coeckelberg 2018: 150). But instead of an anthropocentric view, this is rather a
relational view that treats non-human entities as partners in interaction.

4 Conclusion

Artificial Intelligence in general and humanoid robots in particular will change our lives
and maybe ourselves too. Philosophers have much to consider in terms of the epistemic,
ethical, aesthetical, and political impacts of these new challenges. Empathy is just one of
many topics which are being challenged by HRI. This paper has contributed to the
necessary investigations that are already under way or those that are yet to come. I
discussed the epistemic puzzle of whether we can empathize with robots, applying the
dominant contemporary accounts of empathy to this domain. I then examined the
normative question as to whether and why we should empathize with robots. The paper
proposed a pragmatist viewpoint by demonstrating that a) indeed we can empathize with
humanoid robots, not only on a basic level, but also, at least to a certain degree, on an
imaginative perspective-taking level; moreover, it was shown that even from a phenom-
enological and intersubjective point of view, it is possible to speak of empathizing with
robots which are embedded in our world, with which we interact and share a contextual
narrative. The focus lied on empathy as a process of mutual interaction rather than as an
outcome. However, the paper also argued that b) we should empathize with humanoid
robots because in doing so we can acquire new knowledge of a very unfamiliar being-in-
the-world, thereby broadening our horizons, training for future A.I. developments, and
improving HRI in a shared social environment. This was deemed to be not only of
instrumental value, but also valuable for our understanding of ourselves and our society
in which robots and other forms of A.I. can be seen as companions.

24 Coeckelbergh proposes a similar approach to mine but takes inspiration from Wittgenstein’s concepts of a
form of life and language-games. Yet, his paper lacks a clear definition of what he thinks empathy implies (e.g.
whether empathy indeed involves caring for the other’s well-being, as his paper seems to suggest).
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