
2 

 

Materials and Methods 

Sample preparation 

In/Si(111) nanowires were grown epitaxially on a Si(111) substrate miscut by 2° towards the 

[-1 -1 2] direction (MaTecK GmbH). The substrates are p-doped with resistivity 0.075-0.085  

cm. Slightly more than 1 monolayer of pure In was evaporated from a home-built Knudsen cell at 

a rate of around 0.05 monolayers per minute onto a clean Si(111)-7x7 reconstructed surface at 

room temperature. The pressure during Si flashing never exceeded 1x10-9 mbar, while during 

evaporation a typical pressure of 1x10-10 mbar was maintained. Excess material was then removed 

by direct current annealing at around 500°C. The optimal coverage of 1 monolayer was judged 

live from the (4x1) pattern using low energy electron diffraction (LEED) shown in Fig. S1. A high 

sample surface quality is indicated by the sharp LEED spots and low inelastic background. A 

diffraction image of the (8x2) phase could not be obtained with the present setup as there is no 

option for sample cooling in the preparation chamber.  

 

Fig. S1. LEED characterization of In/Si(111)-4x1 

Low energy electron diffraction pattern of a freshly prepared In/Si(111)-4x1 phase 

obtained at 80 eV electron beam energy. The 4x1 (blue) and 1x1 (red) unit cells are 

overlaid. A single domain phase is obtained by using a substrate with a 2° miscut, 

thereby breaking the three-fold rotation of the (111) surface.  
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Sample characterization with static ARPES 

The static ARPES characterization of In/Si(111) in the two thermal phases is shown in Fig. 

S2, obtained using a He discharge lamp (21.2 eV). The (8x2) phase is reached by cooling the 

sample to 25 K with a liquid He cryostat. The energy resolution at low temperatures was around 

20 meV, better than available with the HHG laser (see below). As can be seen in Fig. S2A the 

band structure is gapped and does not reach the Fermi level, in direct contrast to the (4x1) band 

structure that clearly shows the m1, m2, m3 bands crossing EF, shown in Fig. S2B. In the (8x2) 

phase the m2/m3 bands open a distinct band gap at around 0.4 Å-1. In addition they coalesce into a 

single feature below EF, in marked contrast to the well separated peaks observed in the (4x1) phase. 

This clear difference between the two phases reflects the different atomic arrangements of the 

underlying lattice. We therefore use the splitting between the two peaks to characterize the 

dynamics of the atomic structure during the ultrafast experiments (see below). In the m1 band 

region it is no longer possible to follow a clear band dispersion in the (8x2) phase as the spectral 

weight is strongly reduced in this region due to the m1 band being lifted above EF. We are therefore 

able to spectroscopically distinguish between the two phases in our measurements. The weak 

residual intensity of the m1 band is likely a result of small areas of the (4x1) phase that persist even 

at low temperatures which are pinned by defects or step edges, as commonly observed in the 

literature (17,27,31–33). Given the small spectral weight in this region it is clear that the area of 

the residual (4x1) phase is relatively small compared with the (8x2) phase. The dynamics we 

observe are therefore dominated by those of the (8x2) phase. We note that the apparent higher 

intensity of the m1 band in the (8x2) phase in Fig. 2A of the main article is due to the logarithmic 

color scale chosen to highlight the weak population in the excited states.  

 

 

 

 

 

 

Fig. S2. Characterization of In/Si(111) with ARPES 

ARPES spectra on a linear scale obtained with a He discharge lamp at 21.2 eV at 25 K 

(A) in the (8x2) phase and at 150 K (B) in the (4x1) phase. At low temperatures, a gap 

opens in the m2/m3 band region and the m1 band disappears above EF in contrast to the 

clear three band dispersion in the (4x1) phase. EF is marked by a dashed line in both 

cases. 
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Time- and angle-resolved photoemission spectroscopy 

We have developed a 500 kHz XUV light source at 22 eV produced by high-harmonic 

generation (HHG) in an Ar gas jet. The HHG is driven by the 1.55 eV output from a home-built 

OPCPA (34) with pulse energy of 30 µJ, which is then frequency doubled in a BBO crystal before 

entering the HHG chamber. A small focus spot (15 µm) and high backing pressure (2 - 4 bar) are 

used to obtain the necessary peak electric-fields and phase matching conditions for efficient HHG. 

A single harmonic is isolated by a combination of a multilayer XUV mirror, thin Sn filters, and a 

Si wafer at the Brewster angle to remove the driving frequency. A photon flux of 2x1011 photons/s 

at the sample position is obtained at 22 eV. Time zero was determined using a bulk WSe2 sample 

which shows a non-resonant two-photon response, allowing direct access to the temporal overlap 

of the two beams. The cross correlation (full width at half maximum) during typical measurements 

was between 35 fs and 40 fs. The overall energy resolution determined from the photoemission 

signal from a polycrystalline metallic sample was approximately 150 meV. An incident spot size 

of 120 x 95 µm2 full width at half maximum was obtained for the probe beam, much smaller than 

the pump beam at 300 x 170 µm2. The pump beam was linearly s-polarized and was incident at an 

angle of 15° to the sample surface normal. ARPES and trARPES measurements are obtained with 

a 2D hemispherical analyzer (SPECS GmbH) in conjunction with a 6-axis cryogenic manipulator 

which can be cooled to ~10 K (SPECS GmbH). Measurements were carried out at a base pressure 

of 2x10-11 mbar. 

 

Computational details 

Density-functional theory (DFT) within the local-density approximation (LDA) in the 

Quantum Espresso implementation (35) is used to determine the atomic and electronic ground-

state of In/Si(111). The surface is modelled using the supercell approach. The supercell contains 

three bilayers of silicon, the bottom layer of which is saturated with hydrogen. The electron-ion 

interaction is modelled with norm-conserving pseudopotentials. Plane waves up to an energy 

cutoff of 50 Ry are used to expand the electronic orbitals. The surface Brillouin zone is sampled 

using a 2x8 Monkhorst-Pack mesh. Quasiparticle band structures for the (8x2) and (4x1) surface 

phases (Figs. 1E, 1F, 2A, 2D, 4A-C) are obtained within the GW approximation (36), where the 

one-particle Green’s function G and the screened Coulomb interaction W are obtained from the 

DFT electronic structure.  

 

Ab initio molecular dynamics (AIMD) simulations of optically excited systems are 

performed within constrained DFT (37). The occupation of the electronic states is chosen in such 

a way that a specific excitation scenario is modelled, e.g., according to the Fermi-Dirac distribution 

for electronic temperature values obtained from the measured electron dynamics. At each time step 

in the simulation, the electronic structure is populated according to the thermal distribution 

obtained in the experiment, which is then used to calculate the forces on the atoms. The calculated 

atom dynamics then follow these forces until the next time step, which has a different population 

distribution, and so on. In this way the population changes are directly used to calculate the 

potential energy surface and the evolution of the system. The calculated trajectories are plotted in 

Fig. 2F and demonstrate the effect of the electronic excitation on the atomic system, and the 

timescale on which it evolves.  

 

A crystal orbital Hamilton population (COHP) analysis based on a projector augmented 

wave implementation (38) is used to quantify the surface bond strengths (Fig. 4D-F). 
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Supplementary Text 

 

Analysis of the photo-induced phase transition 

We have analyzed the photo-induced phase transition (PIPT) in terms of three spectroscopic 

signatures in distinct regions of k-space – the zone boundary (X8𝑥2), zone center (Γ8𝑥2), and m2/m3 

peak splitting – as detailed in the main text (Fig. 2). To exemplify our data analysis, data and fits 

from each of these regions are shown in Fig. S3.  

 

For the analysis of the band positions and gap closing dynamics at the zone boundary and 

zone center, energy distribution curves (EDCs) are obtained at kx = 0.4 Å-1 and kx = 0.75 Å-1 

respectively, as shown in Fig. S3A and C. The fit as well as the breakdown of the fit into individual 

components is shown for a single delay. At the zone boundary the EDCs are fitted with two 

Gaussian peaks plus a background in order to extract the position of both valence and conduction 

bands at each delay time during the pump-probe experiment; the difference, which corresponds to 

the band gap, is plotted in Fig. 2E. Data and fits at selected time delays are shown in Fig. S3B. 

The relevant dynamics at the zone center are those of the m1 band edge at 0.4 eV, which 

corresponds to the m1 band shifting towards the Fermi level, are fitted with a Gaussian. The overall 

fits are shown together with the corresponding EDC at selected delay points in Fig. S3D. To 

highlight that the dynamics at the zone center are those of a shifting band, which cannot be 

explained by the redistribution of spectral weight alone, in Fig. S3E we have plotted the k-resolved 

position of the band at selected delay points. This reveals the gradual downwards shift of the whole 

m1 band, similar to the data shown in Fig. 4 of the main article.  

 

The simulated band gap dynamics have been extracted from the calculated time-dependent 

band structure (LDA). Since LDA is well known to underestimate band gap sizes, GW calculations 

have been carried out for the static (8x2) phase and the LDA structures have then been rescaled to 

match the GW results. 

 

For the structural transition we followed the splitting of the m2/m3 peaks, obtained from 

momentum distribution curves (MDCs) at EF, which are then fitted with two Lorentzian peaks plus 

a background (Fig. S3F). In Fig. S3G the position of the two peaks at each delay is overlaid on the 

corresponding MDC. The curve presented in Fig. 3E of the main text, revealing the structural phase 

transition dynamics, is obtained by subtracting the two peak positions shown in Fig. S3G. This 

particular feature of the spectral function was chosen as the occupied state bands are present at all 

times, even at long delays. The extracted dynamics match well with that found for the structural 

transition by the time-resolved electron diffraction study (22).  
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Fig. S3. Analysis of the PIPT. 

EDCs of the trARPES data in the (8x2) phase at t = 0 fs at (A) the zone boundary and 

(C) at the zone center (F = 1.35 mJ cm-2). The overall fits at selected time delays are 

shown in (B) and (D) respectively. Markers guide the eye. (E) k-resolved dispersion of 

the excited states at the zone center at selected time points, showing the evolution of the 

band to lower energies. Solid lines are guides to the eye. (F) MDC at EF at t = 1500 fs 

revealing the two peaks of the 4x1 phase. (G) Fit position for the two peaks in (F) overlaid 

on the respective MDC as a function of delay. 
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  We exclude photovoltage shifts in the dynamics of the band structure, both for the In states 

close to EF and lower lying Si states, by measuring a pump-probe series of the full photoemission 

spectra including the secondary edge. In addition the time scale for surface photovoltage effects 

are known to be much longer than those that we observe in our measurements (39,40). 

 

The data shown here are obtained in a relatively high fluence regime of close to one electron 

per unit cell, which implies a homogeneous excitation. This is obtained assuming a pump 

absorption of 0.5% in the In layer, consistent with Frigge et al. (22). Considering the long 

absorption length and predominance of indirect transitions at this wavelength in Si, the excitation 

density in the bulk Si substrate will be much lower than in the In surface layer. We resolve well 

defined band gaps and band dispersions in our data which suggests that the role played by disorder 

during the PIPT is negligible. Our analysis shows that we are able to follow in detail the evolution 

of specific electronic bands in energy, not only at specific momentum points but also momentum 

resolved (e.g. Fig. S3E). The fact that we can follow gradual changes to entire bands following 

excitation implies a coherent motion in which all unit cells behave in the same way. This is further 

corroborated by the comparison to the molecular dynamics simulations, which calculate the 

deterministic forces acting on all atoms in the unit cell to obtain their dynamics. The excellent 

agreement between our data and the simulations is therefore strong evidence of directed atomic 

motion, in which the PIPT evolves homogeneously via the motion of specific atoms within the 

unit cell, in agreement with previous diffraction studies of this quasi-one dimensional material (22) 

as well as analogous bulk materials (41). Such directed dynamics cannot be explained by a 

statistically driven phase transition where different regions of the sample evolve incoherently. The 

structural dynamics we observe are consistent with the quarter period of the combined frequencies 

of the atomic motions: 27 cm-1 (1235 fs) and 17 cm-1 (1962 fs) (20). To further emphasize the 

deterministic nature of the PIPT, and that our AIMD simulations provide information also on the 

atomic dynamics, Fig. S4 shows the atomic speeds for both In and Si atoms following photo-

excitation.  

 

Fig. S4. Atomic speeds during the photo-induced phase transition. 

Indium atom speeds are given by red curves, while silicon atoms are gray. The 

In atoms forming the bond shown in Fig. 4 are fastest (circled), about 0.22 pm/fs 

for a short time. 
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Distribution of spectral weight in ARPES  

A common observation in ARPES measurements during phase transitions to symmetry 

broken ground states is that the spectral weight in the low-symmetry state has an intensity 

distribution reminiscent of the high-symmetry state (42). The amount of spectral weight transfer 

can be entirely accounted for by the electronic band gap that opens: In a mean-field model, the 

amount of spectral weight transfer is given by the ratio of bare and renormalized dispersions, where 

the renormalized dispersion is determined by the gap size. Such an approach has previously been 

used to explain spectral weight distributions in ARPES (43) and trARPES (44) during phase 

transitions. This is the reason that although the calculated band structure of the (8x2) phase is 

symmetric around the X̅-point, the observed spectra is not. In order to show this in greater detail, 

we followed the procedure proposed in Ref. (45) and unfolded the band structure of the (8x2) 

surface into the Brillouin zone of the (4x1) unit cell as shown in Fig. S5A.  In comparison with the 

band structure of the (4x1) structure Fig. S5B reveals that some (8x2) bands are indeed partially 

reminiscent of (4x1) bands, particularly in the region around the X̅-point (bands m2/m3). However, 

the two phases may be clearly distinguished, as has been discussed in detail in the Materials and 

Methods section above.  

 

The deviation between the two structures is also clearly seen in the bands above EF, as 

shown in Fig. S5, C and D. The data (identical to Fig. 2B, but with each MDC normalized) are 

obtained after excitation by the pump pulse at a delay of t = 50 fs, well before the phase transition 

occurs, and each horizontal row (MDC) is normalised to highlight the dispersion of the bands 

above EF. The data are overlaid by the calculated band structure of the (8x2) phase in C and of the 

(4x1) phase in D. A particularly noticeable deviation between the two phases is found in the region 

of the m1 band (k > 0.5 Å-1). As has been described above, in the (8x2) phase this band is far above 

the Fermi level. The data agrees very well with the (8x2) band structure (Fig. S5C) and clearly 

deviates from the expectations of the (4x1) structure (Fig. S5D). This offers further proof that the 

sample is indeed in the (8x2) phase before excitation, and only transitions to the (4x1) phase due 

to photo-excitation. The presence of weak spectral weight following the m1 band of the (4x1) phase 

is again visible, as discussed above.   

 

An additional effect found in many photoemission experiments is that the distribution of 

spectral weight between Brillouin zones is not constant. This is a result of the photoemission matrix 

element, which places symmetry constraints on the electronic transitions into the final (measured) 

state. For this reason, the distribution in Fig. 3 is not purely periodic.  
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Fig. S5. Distribution of spectral weight 

(A) Calculated LDA band structure of the (8x2) phase obtained by unfolding the electronic 

bands of the (8x2) phase into the primitive (4x1) cell according to the approach outlined in 

(45). The spectral weight is found to strongly favor the original band dispersion of the (4x1) 

phase (B), but clear differences in the band dispersion are maintained. (C) Normalized MDC 

images of the data presented in the main article (Fig. 2B) overlaid with the LDA calculated 

bands structure of the (8x2) phase. The position of the excited m1 band above EF is well 

reproduced. (D) Same data as in (C), but overlaid with the calculated (4x1) structure, showing 

clear discrepancies in the m1 band region (k > 0.5 Å-1).  
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Analysis of the population dynamics: electronic temperature 

We have extracted the transient electronic temperature during the PIPT (Fig. S6A) which has 

been used to constrain our ab initio molecular dynamics simulations (AIMD) (Fig. 2F). In order to 

assess whether a thermal description is indeed an appropriate description of the electronic 

population following excitation we compare the EDCs with their respective Fermi-Dirac function 

fits in Fig. S6B. EDCs are integrated over the region of the m2/m3 bands from 0.2 to 0.5 Å-1, from 

which a transient temperature was extracted. The background signal is determined from the traces 

before excitation and is held constant during the subsequent delay fitting. A clear deviation from 

thermal behavior is observed during and shortly after excitation. However the deviation is small 

for t = 50 fs onwards. We therefore assume a thermal distribution to be an appropriate 

approximation. This time scale is typical for thermalization of the electronic system via electron-

electron scattering (46). The electronic temperature curve is fitted with an exponential decay with 

 = 285 fs (Fig. S6A) which is then used directly as an input to the AIMD simulations to determine 

the constrained electronic population. 

 

To corroborate this, we have evaluated the electronic energy density (ε) in the excited states 

by energy-weighting the population of states above EF as a function of delay. For a thermal system 

the electronic temperature is proportional to the square root of the electronic energy density, since 

𝜀(𝑡) = 𝐶𝑒𝑇𝑒(𝑡) = 𝛾𝑇𝑒
2, where 𝐶𝑒 = 𝛾𝑇𝑒 is the electronic heat capacity. Both the square root of 

the transient energy density and the electronic temperature are plotted in Fig. S6C. At early times 

during the pump pulse the fit tends to underestimate the temperature, evidenced by the fact that 

the electronic temperature consistently comes out lower than expected from the energy density. 

This agrees with the fits in Fig. S6B where the data shows a clear non-thermal component in 

addition to the thermal fit. The energy content analysis therefore reveals a thermalization time 

scale in agreement with that obtained from the EDC fit comparison (~50 fs). 

 

The vibrational excitation of the lattice is difficult to address directly. While a simple two-

temperature model of the system would indeed suggest a large value of the lattice temperature 

after 1 ps, this fails to account for the actual distribution of energy through the phonon system, 

which itself will not be thermalized (47). A large number of phonon modes exist in this system 

and are in fact efficiently excited (22). On which timescale the distribution of energy throughout 

all these modes thermalizes and leads to a non-equilibrium lattice temperature is non-trivial to 

address. However, an estimate of the lattice temperature at long delays and at excitation densities 

comparable with those that we present was obtained by an analysis of the diffuse scattered 

background (22). From this a maximum temperature increase of 30 K at a fluence of 3.1 mJ cm-2 

was obtained, which would keep the lattice well below the transition temperature of 130 K.  
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Fig. S6. Thermal analysis of population dynamics. 

(A) Electronic temperature vs. pump probe delay from the region kx = 0.2 – 0.5 Å-1. The non-

thermal region determined by the EDC analysis shown in (B) is shaded orange. An 

exponential fit is overlaid, which is used as an input to the molecular dynamics simulations. 

(B) EDCs at selected delays and their Fermi-Dirac fits, revealing non-thermal components at 

short delay times. (C) Square root of the energy content extracted from the data shown in (B) 

compared to the electronic temperature, corroborating the quasi-thermal description after 

excitation. 
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Comparison of LDA and GW band structures 

The band structure of In/Si(111) in the (8x2) phase has been calculated within the local-

density approximation (LDA) and GW approximation as described in the methods section above. 

A comparison of the two structures is presented in Fig. S7. Important differences are found at both 

the zone boundary and zone center. The LDA calculation at the zone boundary (X) produces a gap 

in the electronic structure with an unrealistically small value (~60 meV) compared with that of the 

experiment (~350 meV at t = 0 fs). In contrast the GW value (~250 meV) is much closer to the 

experimentally obtained value. At the zone center (Γ) LDA predicts the Si bands to be close to the 

Fermi level, only 30 meV below the In valence band states at X. However in the GW calculation 

the Si states are shifted down by 220 meV to higher binding energies, while the In states remain 

close to EF. The result is a band structure in which photo-excited holes preferentially sit at the zone 

boundary (X-point) as is observed in Fig. 3 of the main text. 

 

Since AIMD simulations at the level of GW are currently prohibitively expensive, we have 

used the LDA calculated band structure to determine the trajectory of the PIPT. As a result of the 

above discussion, we have applied a population correction to the LDA-AIMD, in order to more 

closely approximate the populations in a GW band structure, which better reflects the 

experimentally observed dispersions. At each time point in the calculation, the band structure is 

populated by the thermal population extracted and presented in the previous section, except at the 

Brillouin zone center and boundary where the following population correction is applied for each 

time point. At the zone center, the electron population close to the Fermi level is held constant by 

moving thermally excited holes to states at the zone boundary. This is in agreement with the GW 

calculations presented here and the data in Fig. 3. 

 

 

Fig. S7. Comparison of LDA and GW band structures. 

Comparison of the In/Si(111)-8x2 phase within LDA (grey) and the GW  approximation (red). 

The GW calculation is found to more closely reflect the experimental band gap at the X-point. 

Additionally, the Si states at the Γ-point are shifted down by ~200 meV with respect to the In 

states in the LDA calculation, explaining the observed preferential localization of holes at the 

X-point. 
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Charge redistribution and bonding during the photo-induced phase transition 

The photo-excitation redistributes electron density from In-In dimer bonds parallel to the In 

chain direction to states above the Fermi level, in particular to states (m1 band) that correspond to 

In-In bonds across the In zigzag chains. This pulls the hexagon structure apart and leads to an 

atomic rearrangement, which in turn lowers the energy of the m1 band towards the Fermi level. 

The corresponding bond across the In zigzag chains becomes more populated and is further 

stabilized. The ab initio calculations thus provide a very clear and detailed picture of the nature 

and driving force of the phase transition. In order to more clearly relate the momentum space 

information to a real space picture, Fig. S8 visualizes the excitation-induced charge transfer in 

real space; regions of electron loss (red) and gain (blue) directly relate to bond breaking and 

formation respectively of the bonds described above.

Fig. S8. Charge redistribution and bonding during the PIPT. 

Calculated charge density difference between the (8x2) phase excited by the electronic distribution 

described in the main text (thermal distribution plus localized holes) and its electronic ground state. 

Electron accumulation is colored blue, while depletion is shown as red. A loss of charge/bonding 

strength at the outer In-In dimer bonds is observed (circled in red). The gain in the diagonal bond 

across the In hexagon (circled in blue) corresponds to that shown in Fig. 4 of the main text, which has 

bonding character, and stabilizes the photo-excited (4x1) phase.  
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Movies in momentum and real space 

 

In Fig. 2 and Fig. 4 of the main text we have presented snapshots of the electronic structure 

and of the corresponding bond dynamics during the PIPT. In the included movies (S1 and S2) we 

show more frames relating to this data. In both cases the time delay t is indicated.  

 

 

 

 

Movie S1. Photo-induced phase transition in momentum space. 

Photoemission intensity (linear scale) in energy and momentum as a function of pump-probe delay, 

showing the evolution from the (8x2) to (4x1) phases after photo-excitation at 0 fs. 

Movie S2. Ultrafast formation of a chemical bond in real space. 

Evolution of the atomic structure and electronic orbitals corresponding to the zone center bands (m1) 

over time, revealing the ultrafast formation of a bond across the In hexagons. The color code 

represents the bond strength, as calculated from a COHP analysis. See main article for details. 
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