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Recommender systems use the records of users’ activities and profiles of both users and products to
predict users’ preferences in the future. Considerable works towards recommendation algorithms have
been published to solve the problems such as accuracy, diversity, congestion, cold-start, novelty, coverage
and so on. However, most of these research did not consider the temporal effects of the information
included in the users’ historical data. For example, the segmentation of the training set and test set
was completely random, which was entirely different from the real scenario in recommender systems.
More seriously, all the objects are treated as the same, regardless of the new, the popular or obsoleted
products, so do the users. These data processing methods always lose useful information and mislead the
understanding of the system’s state. In this paper, we detailed analyzed the difference of the network
structure between the traditional random division method and the temporal division method on two
benchmark data sets, Netflix and MovieLens. Then three classical recommendation algorithms, Global
Ranking method, Collaborative Filtering and Mass Diffusion method, were employed. The results show
that all these algorithms became worse in all four key indicators, ranking score, precision, popularity
and diversity, in the temporal scenario. Finally, we design a new recommendation algorithm based on
both users’ and objects’ first appearance time in the system. Experimental results showed that the new
algorithm can greatly improve the accuracy and other metrics.

1. Introduction

Many natural and social systems can be described by networks 
and graphs [1,2]. Among these networks, many of them emerge a 
natural bipartite structure, i.e. a network consisting of two sepa-
rated node sets and links between the two node sets. Examples of 
this kind of networks are scientific collaboration network [3,4], P2P 
Internet formed by computer terminals and data [5]; cooperative 
network formed by actors and their films [6,7]; Shares Network 
formed by the investors and companies [8,9]; the activity network 
formed by the members of the club and their activities [10]; the 
audience with the songs network [11]; disease-gene networks [12], 
and so on.

In e-commercial systems, the bipartite network is an important 
tool to characterize the relations between users and objects. Based 
on the user-object bipartite network, many recommendation al-
gorithms are developed. The existing recommendation algorithms 
can be divided into four main categories: collaborative filtering 
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algorithm [13,14], association rule-based algorithm [15], content-
based algorithm [16,17] and resource allocation algorithm [18–20].

The main idea of the collaborative filtering is to do a recom-
mendation based on the similarity of nodes, which can be fur-
ther classified as user-based similarity or object-based similarity. 
They can help customers quickly to find what they want. Lu et 
al. [21] carried out a research going through the latest applica-
tion of the recommender system by classifying the applications 
into eight types, including e-group activities, e-resource services, e-
tourism, e-learning, e-library, e-commerce/e-shopping, e-business 
and e-government. Besides, a summary is also made about relevant 
recommendation techniques of each type. This survey can greatly 
help the researchers to promote their understandings about the 
application development of recommender system. In addition, Yera 
et al. [22] presented a review about the application of fuzzy tools 
in this research. According to his research, application of fuzzy 
tools is mainly used to detect more exclusively studied topic and 
also research gaps and hence to make proper suggestions for the 
subsequent researches to promote the further development of the 
fuzzy-based recommender system. Particularly, an analysis is made 
in his research about how the application areas, employed dataset, 
evaluation strategies and key features of the Thomson Reuters Web 
of Science have been applied to realize such an aim.
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Despite its success, collaborative filtering suffers from data 
sparsity problem [23,24]. The association rule-based recommen-
dation algorithm can find the correlations of different products 
in the sales process and has been successfully applied in many 
web sites. This method does not require domain knowledge to dis-
cover new points of interest. However, the critical bottleneck of 
the algorithm is that it’s difficult to extract rules effectively be-
cause the time complexity of the association rule-based algorithm 
is very high, whereas the diversity index of the recommendation 
is low. Content-based recommendation uses the historical informa-
tion (such as rating scores, sharing activities, and documents col-
lecting records) to construct user preferences file, then calculates 
the similarity between recommended objects and user preferences, 
and finally recommends the most similar objects to the target user. 
The shortcoming of this method is that it is difficult to acquire 
useful information from non-textual data format, such as images, 
music, videos etc. Therefore, the content-based method may fail to 
find the interest of the users without deviation. Resource alloca-
tion methods are designed by physicists. These methods compute 
the users’ or/and objects’ similarity through diffusion processes on 
user-object bipartite network and recommend objects to the target 
user based on the final resource the objects received. These phys-
ical based algorithms are highly accurate and efficient and could 
be used to resolve the apparent accuracy–diversity dilemma when 
combined in an elegant hybrid with an mass (resource) diffusion 
[18] and heat conduction algorithm [20], to cope with the cold 
start problems in recommendation [25], to avoid congestion in the 
stocks is limited [26], etc.

2. Related work

In recent years, some researchers also tried to integrate the 
temporal information into the recommendation algorithms [27,28]. 
These temporal effects include engagement of new users, seasonal 
effects, user preference drifts and shifts and other phenomena 
alike. These phenomena can have a continuous impact over the 
underlying relations between the items and users, which is also 
what recommendation algorithms attempts to capture.

Revamping two dominating collaborative filtering algorithms, 
Koren et al. [29] presented a model tracking the time changing 
behaviors in order to distill the longer-term trends from the noisy 
patterns. Xiong et al. [30] proposed a Bayesian probabilistic ten-
sor factorization (TF) model based on the continuous time. Liu et 
al. [31] studied the effect of temporal information on the heat-
conduction algorithm by gradually expanding time window. Liu et 
al. [32] found that both temporal attenuation and diversion delay 
play key roles in recommender system when link weight is taken 
into consideration. Then they combined these two temporal factors 
with users’ life spans to construct a time-weighted network (TWN) 
model and resource allocation process was applied.

There are several other examples of algorithms that use time 
as context available in the literature on context-aware recommen-
dation. For instance, Maioetal et al. [33] promoted that the time-
aware collaborative filtering can be adopted to evaluate what the 
users might hold interest on when they browse through Twitter. 
Text analysis service is adopted in this approach to annotate the 
content of Tweets semantically to track the notions based on the 
frequencies of being posted and forwarded along the time. Sara et 
al. [34] made a study to get the contextual recommendation cus-
tomized through a time-awareness system.

Even though many recommendation algorithms had been de-
signed and in some of them the temporal information were ap-
plied to improve the recommendation accuracy, one important is-
sue is still being serious overlooked: some of temporal methods 
are done based on randomly divided training set and probe set 
[18,19]. The main task of recommender system is to predict future 

links of each target user based on historical rating records [31,32,
35–37], in which the whole data set is divided into a training set 
and a test set and only the links in training set is known before 
recommendation. However, in most of the previous studies, as far 
as we know, the test data set is sampled randomly without con-
sider the temporal order of the links, leading to a logical disorder 
in the recommendation process, i.e., predicting the past links in 
test set on the basis of the future links in training set. Therefore, 
the real performance of the existing recommendation algorithms, 
such as the famous Global Ranking Method (GRM) [18], User-based 
Collaborative Filtering (UCF), and Mass Diffusion method (MD), is 
actually not yet fully understood. In this paper, we reexamine some 
representative recommendation algorithms with the temporal di-
vision method, i.e. the observed links and unknown future links 
are divided strictly based on their temporal order. We find that 
most recommendation algorithms have much lower accuracy when 
they are applied to temporal division training set and test set, than 
random division method. After careful analysis, we find this is be-
cause there are more novel objects, with a little historical links 
in training set, need to be recommended in temporal division set, 
comparing with the random division set.

Additionally, to solve this problem, we present a new recom-
mendation algorithm to improve the recommendation accuracy by 
considering the first appearance time of the objects and users in 
system.

3. Problem formulation and evaluation methods

A bipartite network model gives us a clear vision when we 
deal with the problem involving two different types of nodes. In 
network based recommendation algorithm, data sets usually rep-
resented by an undirected bipartite network G(U , O , E), where U
is the set of users, O is the set of objects and E is the set of links 
between them. The links between uses and objects can also be 
represented by an adjacent matrix A|U |×|O | = {aiα}, where aiα = 1
if user ui selected object oα and aiα = 0 otherwise.

The purpose of a recommendation algorithm is to assign a 
score, Score(i, α), to each unconnected pair of user and object 
(i, α). This score value may be understood as a kind of proximity, 
which associated with their connection probability. That is to say, 
for a pair of unconnected nodes (i, α), the larger the Score(i, α)

is, the higher the probability there will exist a link between user 
i and object α. In most of the previous studies, the links in E
are randomly divided into two subsets: training set ET , which is 
treated as known information, and probe set E P , which is un-
known before recommendation, to test the recommendation per-
formance of an algorithm, e.g., accuracy and diversity. It’s clear that 
ET ∪ E P = E and ET ∩ E P = ∅.

In principle, a recommendation algorithm will provides each 
target user with an descending ordered list of objects that the tar-
get user did not chosen before. For each recommended objects in 
the list, if there exist a link between the object and target user in 
probe set, we call it a hitting. Note that, only the user who have at 
least one selected objects in training set and at least one connected 
object in probe set will be considered when computing algorithms’ 
performance. In this work, four popular used metrics are employed 
to test the effectiveness of the algorithms, Ranking Score, Precision, 
Popularity and Diversity.

Ranking Score (RS) is one of the most important accuracy met-

rics which measures the ability of recommendation algorithm 
to assign more score to users’ preferable objects than irrelevant 
ones. Considering a target user i and its recommendation list, the 
ranking score of each selected object α in probe set is RSiα =
rankα/(|O | − kTi ) where rankα is the rank of the object α in the 
descending ordered recommendation list of the target user i and 
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Fig. 1. An illustration about the calculation of the four metrics.

kTi is the degree of target user i in training set. Thus, the inte-

grated ranking score of the whole system is the average ranking 
score over all users and objects pairs in probe set, reads

RS = 1

|E P |
∑

(i,α)∈E P

R Siα (1)

Note that, the ranks of the objects with same scores are the same 
and equal to their median. It can clear that prediction result with 
higher accuracy will get higher ranking score.

Given the ranking of the non-observed links, the Precision (P ) is 
defined as the ratio of relevant objects selected to the total number 
of objects selected. That is to say, if we take the Top − L links 
as the predicted ones, among which hi links are right, then the 
Precision can be expressed as:

P = 1

n

n∑

i=1

hi

L
(2)

Clearly, higher precision means higher prediction accuracy.

The metric Popularity (I) measures the average degree of the 
objects in the recommendation list. It is hard for the users to 
find the relevant but unpopular objects. Therefore, a good recom-

mender system should prefer to recommend small degree objects. 
The metric Popularity (I) can be expressed as:

Ii(L) = 1

L

∑

α∈O i

kα (3)

where O i represents the recommendation list for user i, kα repre-
sents the degree of the object α. A low mean popularity I(L) for 
the whole system indicates a high novel and unexpected recom-
mendation of objects.

The Diversity (D) mainly considers how users’ recommendation 
lists are different from each other. Here, we measure it by the 
Hamming distance. We denote Cij(L) as the number of common 
objects in the top-L place of the recommendation list of user i and 
j, their hamming distance can be calculated as:

Dij(L) = 1 − Cij(L)

L
. (4)

Dij(L) is between 0 and 1, which are respectively corresponding 
to the cases where user i and j have the same or an entirely dif-
ferent recommendation list. By averaging Dij(L) over all pairs of 
users, we obtain the mean hamming distance D(L). The more the 
recommendation list differs from each other, the higher the D(L)
is.

Fig. 1 gives an example of how to calculate the four metrics. 
Fig. 1(a) shows a complete network structure which includes four 
users and five objects. In the whole graph, we can see eleven 
existent links and nine nonexistent links. To test the algorithm’s 
accuracy, we need to choose some existent links as probe set.

For instance, we select (U1, O 3), (U2, O 5), (U3, O 3) and
(U4, O 4) as probe links, which are presented by dotted lines 
in Fig. 1(b). Then, the remaining seven links constitute the 
training set. An algorithm can only make use of the informa-
tion contained in the training set (presented by solid lines in 
Fig. 1(b)). If an algorithm assigns scores of all non-observed links 
as Score(U1, O 2) = 0.4, Score(U1, O 3) = 0.8, Score(U1, O 4) = 0.6, 
Score(U2, O 1) = 0.4, Score(U2, O 3) = 0.8, Score(U2, O 5) = 0.7, 
Score(U3, O 2) = 0.4, Score(U3, O 3) = 0.8, Score(U3, O 4) = 0.6, 
Score(U4, O 1) = 0.4, Score(U4, O 2) = 0.5, Score(U4, O 4) = 0.6, 
Score(U4, O 5) = 0.7. Then, we should sort the scores in descend-
ing order for each target user.

To calculate RS , the RS value of U1 equals 1/(5 − 2) = 1/3, the 
RS value of U2 equals 2/(5 − 2) = 2/3, the RS value of U3 equals 
1/(5 −2) = 1/3, the RS value of U4 equals 2/(5 −1) = 1/2. Hence, 
the RS value of this algorithm equals (1/3 + 2/3 + 1/3 + 1/2)/4 =
11/24.

To calculate P , here, we set L as 2. Then, the P value of U1

equals 1/2, the P value of U2 equals 1/2, the P value of U3 equals 
1/2, the P value of U4 equals 0. Hence, the P value of this algo-
rithm equals (1/2 + 1/2 + 1/2 + 1/2)/4 = 1/2.

To calculate D , here, we set L as 3. Then, the D value of 
(U1, U2) equals 1 − 1/3 = 2/3, the D value of (U1, U3) equals 
1 − 3/3 = 0, the D value of (U1, U4) equals 1 − 2/3 = 1/3, the 
D value of (U2, U3) equals 1 − 1/3 = 2/3, the D value of (U2, U4)

equals 1 −1/3 = 2/3, the D value of (U3, U4) equals 1 −2/3 = 1/3. 
Hence, the D value of this algorithm equals (2/3 +0 +1/3 +2/3 +
1 + 1/3)/6 = 1/2.

4. Data and methods

4.1. Data and the correlation of objects’ degree

In this paper, we use two standard data sets which have been 
widely used to examine the performance of recommendation al-
gorithms [27,28]. The first one is the Netflix with 1891 movies 
(objects) and 2294 users (http :/ /www.Netflixprize .com/). Users rate 
movies from 1 (worst) to 5 (best). Consistent with the literature, 
we consider the ratings higher than 2 as a link. Finally, 59464 
links remain in the network. The second one is the Movielens data 
which is a random sample of the whole records of users ratings 
during the seven-month period from 19 September 1997 to 22 
April 1998 in Movielens.com (http :/ /www.grouplens .org/). It con-
sists of 943 users, 1682 movies, and 100000 links. Like Netflix, 
Movielens is also based on a 5-star rating systems. With the same 
rating filtering process as Netflix, we obtain 82520 links in Movie-
lens data.

Because the links of the objects may both appear in the training 
set and in the test set, so we use the number of the objects links 
occurred in the training set as the abscissa and the number of the 
objects links occurred in the test set as the ordinate. We set the 
ratio of training set is 90% and draw the correlation of the objects’ 
degree in the data set both divided by random and by time. The 
result of Netflix is shown in Fig. 1, the result of Movielens is shown 
in SI.

Form Fig. 2, we can see that NP and NT almost show a linear 
relationship. It is because that the links are selected as training set 
and probe set by equal probability. But in the condition of division 
data sets by temporal information, the distribution of points are 
more discrete. There exist that some objects’ degrees are smaller 
in the training set but bigger in the probe set, and some objects’ 
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Fig. 2. The analysis of the objects’ and users’ degree in training set and probe set, 
the Netflix case. The scatter plots in panels (a) and (b) are the objects’s degree in 
training set versus probe set when the data set is divided randomly and accord-
ing temporal information, respectively. The ratio of training set is 0.9. The highlight 
points in (b) are the cold-start objects and obsolete objects, which are indispensable 
in real recommender system. Panel (c) is the correlation of objects’ degree in train-
ing set and probe set versus the changes of the ratio of training set. The green line 
and red line correspond to the sets that is divided randomly and divided according 
the temporal sequence, respectively. Panel (d) is the same as (c), but for the corre-
lation of users’ degree. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.)

degrees are bigger in the training set but smaller in the probe set. 
Even more, some objects’ degrees are zero in the training set, but 
non-zero in the probe set that is the cold start problem. Those 
objects are highlighted in the Fig. 2. We also can see that C − Item
and C − User almost near 1 in the data sets divided by random as 
the changing of the training set’s ratio.

4.2. The age of the object

We further move to study the attributive character of the object 
and give the following defines firstly.

Define 1. The age of the object (T AO ): we supposed that the 
object receives the first link is the birthday, we set it TBO . We set 
the ending time of the dataset is T E , so the age of the object is 
T AO = T E − TBO .

Define 2. The age of the object(T AU ): we supposed that the user 
receives the first link is the birthday, we set it TBU . We set the
ending time of the dataset is T E , so the age of the user is T AU =
T E − TBU .

In the Netflix, we set the age interval of objects �T = 100 and 
in this way the whole objects could be divided into 22 groups. 
Analogously, we assume that age interval �T =100 and in this way 
the whole objects could be divided into 22 groups in the Movie-
lens. We count the number of objects in every age’s range both in 
the whole data sets but in the probe sets. In the probe sets, we 
considered the random division of data sets and data sets divided 
by the temporal information in both cases. The results of Netflix 
and Movielens are shown in Fig. 2 and SI, respectively.

Form Fig. 3, we can see that in the Netflix, the trend of the 
number in the probe sets divided by random is similar to the 
number in the whole data sets and the number of young objects’ 
age based on division data sets by temporal information are more 
than the number of young objects’ age based on division data sets 
by random. In contrast, the number of old objects’ age based on 
division data sets by temporal information are smaller than the 
number of old objects’ age based on division data sets by random. 
It indicates that we can get different probe sets according to dif-
ferent division ways. The result of Movielens is shown in SI.

Fig. 3. The evolving of objects’ quantity and the average degree with the increasing 
of objects’ age in the Netflix data set. Panels (a) and (b) are the objects’ the quan-
tity and the average degree evolving, respectively, in the whole data set of Netflix. 
Panels (c) and (d) are the evolving analysis in the probe set of Netflix. The same 
analysis of Movielens data set is shown in SI.

4.3. The analysis of data sets divided by random and time

The main task of recommender system is to predict a future 
link of a user based on a historical rating link, but we used to di-
vide the data set into two parts by random that caused the links 
occurred at the latest time as the training data, and we use the 
links occurred at the latest time to predict the links occurred at 
the past time. In order to reveal the effect of users’ online behav-
ior patterns on recommender system, we divided the data set by 
time. The records that occurred at the latest time are set testing 
data, and others as training data. The ratio of training set increases 
from 10% to 90%. We use three different recommendation meth-
ods such as user based collaborative filtering(UCF), global rank 
method(GRM) and mass diffusion algorithm(MD) on the different 
sizes of training data set divided by random and temporal infor-
mation. The four materials values on Netflix are shown in Fig. 3. 
The result of four materials values on Movielens are shown in SI.

From Fig. 4, we can see that different recommendation meth-
ods present the same trend with the increase of the Ratio whether 
division data set by random or by temporal information. The 
RankingScore of all methods are getting worse when the data 
set divided by temporal information, it indicates that the number 
of young links is more than that of old links, and those young 
links are not correct recommendation. Similarly, the Precision of 
all methods are worse, because some new links are used to pre-
dict the old links in the condition of division data set by temporal 
information. Finally, we average every material value in different 
ratio of training data sets, the result is shown in Table 1.

From Table 1, we can see that the all metrics almost become 
worse both in Netflix and Movielens except diversity when the 
data set divided by temporal information. Specifically, compared to 
the random data division case, the ranking score RS is increased 
by 74.09%, 50.70%, 49.27% in Netflix and 35.43%, 30.67%, 31.98%
in Movielens according to three different methods. The precision 
P , popularity I and hamming distance D of different methods are 
also shown in Table 1. The results of precision P in Table 1 con-
firm our finding that the temporal data division could result in 
a lower recommendation accuracy. Compared with the precision 
in the random data division case, P in the temporal data divi-
sion is decreased by 27.10%, 35.82%, 45.25% in Netflix and 32.65%, 
38.64%, 46.76% in Movielens. These results indicate that temporal 
data division mechanism can indeed reduce the general recom-
mendation accuracy.
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Table 1
The average value of all metrics in different ratio of training data set.

GRM UCF MD

Random Time Random Time Random Time

Netflix RS 0.108 0.186 0.121 0.183 0.116 0.173
P 0.165 0.107 0.170 0.118 0.175 0.119
I 290.0 290.9 250.7 271.0 242.6 265.2
D 0.203 0.355 0.590 0.542 0.665 0.616

Movielens RS 0.158 0.201 0.146 0.198 0.135 0.196
P 0.282 0.190 0.340 0.209 0.372 0.198
I 204.2 205.7 187.3 189.4 180.1 183.1
D 0.300 0.565 0.625 0.691 0.7154 0.739

Here we set the recommendation list L = 10.

Fig. 4. The performance of three classic recommendation algorithms, global ranking 
method (GRM), user-based collaborative filtering (UCF) and mass diffusion method 
(MD), both on the data set divided randomly and by time sequence. Four key cri-
terions of recommender systems, ranking score, precision, popularity and diversity, 
are employed in this figure. The horizontal axis is the ratio of training set, and the 
length of the recommendation list is L = 10.

Through the series of analysis, we can see that recommendation 
algorithm can achieve better recommendation results in the case of 
division data sets by random, but when we consider the temporal 
information, the performance of the algorithm has dropped, so we 
need to present a new algorithm that can achieve better results 
when the data sets are divided by temporal information.

4.4. Algorithm of AD model

The basic idea of our algorithm is: firstly, we set unique θ to 
every target user according to their ages. The older users in real 
systems show a small θ while the younger users are with higher 
θ . Second, we rank the object according to their ages and degrees. 
We put the objects which age is smaller and degree is bigger on 
the forefront of the queue L1. In the next, we build another queue 
L2 by mass diffusion algorithm. So, θ is the parameter to adjust the 
two lists. Actually, the younger users don’t have much experience 
in exploring new objects, they are more likely to conservatively 
choose objects in the group which they are already familiar with. 
On the contrary, the older user in real systems inclines to search 
and try unpopular objects. So, if the target user is older, the weight 
of L1 is more than L2, it means that we prefer to recommend to 
their younger and unpopular objects.

The framework of our AD algorithm for recommender system is 
as follows.

Algorithm AD_RS (AD for recommender system)
Input: A: The adjacency matrix of network;
Output: Score: The score matrix;

Begin

Step 1: We set unique θ to every target user according to for-

mula (5):

θ = max(UserAge) − T ragetU ser Age

max(UserAge) − min(UserAge)
(5)

Step 2: We set AgeObjecti is the age of the O i and

DegreeObjecti is the degree of O i . We calculate the value of ev-

ery object by formula (6) and sort their value from small to large. 
We set the list as L1. Next, we use the ranking replace to the rec-

ommended value in the L1.

value = AgeObjecti

DegreeObjecti
(6)

Step 3: We get a recommended list by Mass Diffusion algorithm. 
We set the list as L2 and sort their value from large to small. Next, 
we use the ranking replace to the recommendation value in the 
L2.

Step 4: We generate a new recommended list to target user by 
formula (7) and use the similarity as the score matrix.

similarity = (1 − θ) ∗ log2 L1 + θ ∗ log2 L2 (7)

Step 5: We sort the similarity from small to large, S is the rec-
ommended list for all user.

End

5. Results

In this section, we empirically demonstrate the effectiveness 
of AD algorithm on two real world networks. We also compare 
its performance against the traditional recommendation algorithms 
such as the global rank method (GRM), user based collaborative fil-
tering (UCF), mass diffusion(MD), tensor factorization model (TF), 
time-weighted network model (TWN). We focus on the ranking 
score, precision, popularity and diversity of the algorithm. In our 
experiments, we set the ratio of training set increases from 10% to 
90%. The result of different recommendation methods on different 
sizes of the training data set are shown in Fig. 5. We calculate the 
average value of all metrics, the result is shown in Table 2.

Accuracy is always the first consideration in evaluating a rec-
ommendation algorithm’s performance. Comparing the result from 
the six methods, we can see that the AD outperforms the other 
five algorithms on ranking score and the average value of preci-
sion of the AD outperforms other three on the datasets Netflix 
and Movielens. For instance, compared with that of TF, the aver-
age ranking score RS can be reduced by 12.12% for Netflix, 2.11% 
for Movielens. When this comparison is against GRM, the reduc-
tions are further enlarged, to 22.61% for the Netflix, 7.70% for the 
Movielens. Besides, compared with that of TF, the average value of 
precision P of the AD can be increased by 4.20% for Netflix, 3.61% 
for Movielens. When it compared with that of GRM, the average 
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Table 2
The average value of all metrics in different ratio of training data set.

GRM UCF MD TF TWN AD

Netflix RS 0.188 0.183 0.174 0.165 0.156 0.145
P 0.107 0.118 0.118 0.119 0.122 0.124
I 290.9 271.0 265.2 262.5 259.6 256.2
D 0.355 0.542 0.616 0.606 0.618 0.626

Movielens RS 0.201 0.198 0.196 0.190 0.188 0.186
P 0.190 0.201 0.198 0.194 0.196 0.201
I 201.7 189.4 183.1 182.7 179.9 176.1
D 0.565 0.691 0.756 0.638 0.649 0.667

Here we set the recommendation list L = 10.

Fig. 5. Comparisons of average Ranking Score, Precision, Popularity and Diversity 
between the different algorithms in different sizes of training set on the Netflix. 
Here we set the recommendation list L = 10.

value of precision of the AD can be increased by 16.39% for Net-
flix, 5.78% for Movielens. The same effect is compared with the 
rest of the two algorithms. Generally, the AD can provide the best 
or very nearly the best accuracy, as measured by the ranking score 
and precision.

Besides accuracy, popularity I and diversity D are two other im-
portant metrics. From the result, we can see that the average value 
of popularity of the AD outperforms other five on different data 
sets, specifically, compared with that of TWN, the average popu-
larity I can be reduced by 1.31% for Netflix, 2.11% for Movielens. 
When it compared with that of GRM, the average popularity I can 
be reduced by 11.91% for Netflix, 12.71% for Movielens. Besides, 
the average value of diversity of the AD outperforms other five on 
the Netflix.

6. Conclusion

With the large amount of network data become readily avail-
able in electric form today, recommender system has become a 
popular subarea in data mining. The aim of the traditional rec-
ommendation methods is to improve the accuracy of the recom-
mendation, they all ignore the division of the data sets which is 
the basic problem of the recommendation. In this paper, we an-
alyzed the distinctiveness between the random data division and 
temporal data division. We find that the distribution of the ob-
jects’ degree correlation is non-linear, that means that there exist 
that some objects’ degree are smaller in the training set but big-
ger in the probe set, and some are bigger in the training set but 
smaller in the probe set. Even more, some objects’ degree are zero 

in the training set, but non-zero in the probe set. Then we find 
the effect of many methods getting worse when the data sets are 
divided by temporal information. So we present a new recommen-
dation model in which we set weight to each user based on the 
temporal information and considered the degree and temporal in-
formation of the objects. Our experimental results show that it can 
obtain higher quality results on the bipartite networks.
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