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Damping of the collective amplitude mode in superconductors with strong electron-phonon coupling
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We study the effect of strong electron-phonon interactions on the damping of the Higgs amplitude mode
in superconductors by means of nonequilibrium dynamical mean-field simulations of the Holstein model. In
contrast to the BCS dynamics, we find that the damping of the Higgs mode strongly depends on the temperature,
becoming faster as the system approaches the transition temperature. The damping at low temperatures is well
described by a power law, while near the transition temperature the damping shows exponential-like behavior.
We explain this crossover in terms of a temperature-dependent quasiparticle lifetime caused by the strong
electron-phonon coupling, which smears the superconducting gap edge and makes the relaxation of the Higgs
mode into quasiparticles more efficient at elevated temperatures. We also reveal that the phonon dynamics can
soften the Higgs mode, which results in a slower damping.
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I. INTRODUCTION

The problem of how a superconducting (SC) state evolves
in time after an external stimulation has attracted the interest
of researchers for a long time [1-20]. On the theoretical side,
static mean-field analyses, which neglect inelastic collisions,
have been widely employed to study the coherent dynamics.
In the conventional weak-coupling BCS regime, coherent
oscillations of the SC order parameter are known to decay with
a power law (~1/4/t) regardless of temperature [1] and even
beyond the linear-response regime [4-8,12]. The power-law
damping is remarkable, since it indicates a relatively slow
decay without a specific relaxation time scale, which is
usually observed only in special situations, such as near a
critical point. Mean-field analyses have further been applied
to various situations to reveal changes in the properties of the
coherent oscillations beyond the BCS regime for a bulk system.
For instance, in the BEC regime the power law becomes
~1/¢'3 [9], while in quasi-one-dimensional systems the power
strongly depends on the thickness of the system [12]. The effect
of a finite quasiparticle lifetime in the weak-coupling regime
has been briefly addressed in Ref. [2], but the damping of
the coherent oscillations in the correlated regime remains an
interesting theoretical issue.

The field has recently been stimulated by the observation
of the collective amplitude (“Higgs”) mode [21-23] in con-
ventional superconductors in pump-probe experiments with a
strong THz laser pump [11,13]. While in previous experiments
the collective amplitude mode in a coexistence region of
superconductivity and charge order has already been observed
with Raman spectroscopy [2,24-27], the results reported in
Refs. [11,13] demonstrate the novel possibility of studying the
collective mode in ordinary superconductors without coexist-
ing orders. The pump-probe experiments can reveal not only
the characteristic frequency of the collective mode but also
its damping behavior after the pump. One important finding
is that the damping of the coherent oscillations induced by a
strong THz laser becomes significantly faster with increasing
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excitation intensity [11], which is difficult to explain with
the BCS dynamics without collisions [4-8,12]. In addition,
the temperature dependence of the damping is attracting
experimental interest [28]. We also note that the sample used in
these experiments, NbN, has a strong electron-phonon (el-ph)
coupling [29]. It is therefore important to go beyond the BCS
dynamics and to clarify the effects of strong el-ph couplings
on properties of the amplitude Higgs mode.

Theoretical studies of the coherent oscillations in super-
conductors with strong el-ph couplings have only appeared
recently [15,16,19], and many important questions remain to
be clarified. In this paper, we consider the effects of strong
el-ph couplings on the temperature dependence of the damping
behavior of the amplitude Higgs mode, taking into account
the inelastic collisions of quasiparticles. Our study makes use
of the nonequilibrium dynamical mean-field theory (DMFT),
which enables us to simulate the damping behavior during
the first several cycles after a pump pulse, as in pump-probe
experiments. We find that the finite electron quasiparticle
lifetime resulting from strong el-ph couplings leads to a strong
temperature dependence of the damping of the amplitude
mode. We also reveal that the phonon dynamics can soften
the amplitude Higgs mode and extend its lifetime.

II. MODEL AND METHOD

We focus on a basic model for el-ph coupled systems,
the Holstein model, which is described by the following
Hamiltonian,

H(t) = — Z v,-,jcj’acj_g — uZni + wy Zajai
ij.o i i
+g > (a +a)mnig +niy — 1), )

]

i,0

the electron hopping, n; = n; 4 +n; | withn; , = cjaci,g, and

where ¢; . creates an electron with spin o at site i, v; ; is
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w is the electron chemical potential. aj creates an Einstein
phonon with the bare frequency wy, and g is the el-ph coupling.
We assume a semielliptic density of states for free electrons,
o(e) = anvz V4v2 — 2. We take v, = 1 as the unit of energy
and focus on the half-filled case (u =0). In this model,
the phonon-mediated electron-electron attraction leads to an
s-wave SC state, whose order parameter is ¢ = % Zi (ciycit)s
with N being the total number of sites. We choose the
order parameter to be real without loss of generality. In
order to study the damping of the Higgs oscillations, i.e.,
the coherent oscillation of the amplitude of the SC order
parameter, we consider a field coupled to the pair potential as
apump, Fex(?) Zi(chc;ri + ¢ ciy). To be precise, we directly
simulate the dynamics after the pump Fe(t) = dfé(¢) using
the nonequilibrium DMFT framework (see below), with a
small enough d (the linear response regime), and evaluate
the dynamical pair susceptibility [19],

Xpair(t — 1) = —i6(t — t")([Bo(1), Bo(1)]), 2

where By = Zi(c;[Tc;[L + ¢ ciy) and 6(¢) is the step function.
Let us comment on a few points.

(i) Even though a pump in the form of a pair potential
field and the measurement of the dynamical pair susceptibility
are rather academic tools, they allow us to focus on the
amplitude dynamics of the order parameter, which has also
been considered in previous investigations of the Higgs
amplitude mode [30-32].

(i1) The pair potential field is related to more realistic ex-
citations. For example, a modulation of the effective attractive
interaction (—AX) can, within the BCS picture, be regarded
as a pair potential field pulse, since the interaction term is
—A((c}ci)clq + cici {c,cq)). We can expect the same effect
for the modulation of the hopping parameter, since by changing
the measure of time, we can map the hopping modulation
to an interaction modulation. We also note that the hopping
modulation can be realized as a second-order effect of the
electromagnetic field [17,33] or by modulation of a certain
phonon mode [16,34,35].

(iii)) Our goal here is to evaluate the linear response
function, Eq. (2), from a simulation of the time evolution
after a pump. In principle, one can obtain the same quantity
by solving the Bethe-Salpeter equation. However, the latter
procedure usually involves a numerical analytic continuation,
which introduces ambiguities. By calculating the real-time
information directly, we can avoid the analytic continuation.
(Another way to avoid solving the Bethe-Salpeter equation
has recently been proposed in Ref. [36].) Even though we can
only access the first several oscillations after the pump with
the present approach, this is sufficient, since the pump-probe
experiment also measures only the first several cycles after a
pump.

The dynamics of the system is simulated using the frame-
work of the nonequilibrium DMFT [37], which becomes exact
in the limit of infinite spatial dimensions. In DMFT, the lattice
model, Eq. (1), is mapped onto a single-site impurity model,
whose local Hamiltonian is un + woa’a + g(a® + a)(n — 1).
The effective bath of the impurity problems is determined
in a self-consistent manner such that the local electron
Green’s function G;;(r,t) = —i (TC\IJ,-(t)\IJf(t’)) and the local
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self-energy 3;; of the lattice problem coincide with the
impurity Green’s function Gimp(t,t’) = —i(TeW ()W) and
the impurity self-energy f]imp, respectively. Here Wi(t) =
[CTT (t),c,(¢)]is aNambu spinor, 7 is the time ordering operator
on the Kadanoff-Baym contour, and &, is a Pauli matrix,
where a quantity with a hat represents a2 x 2 Nambu-Gor’kov
matrix. Similarly, the impurity phonon Green’s function,
Dimp(t,t") = —i{(Tc X (t)X(¢")), is identified with the local one
in the lattice problem, Dj;(¢,t") = —i{7X;(t)X;(¢")). Here
X=da +a.

We solve the nonequilibrium effective impurity problem
with two types of diagrammatic approximations. The first is
the self-consistent Migdal (sMig) approximation [19,38—44].
Here, the electron self-energy (£) and the phonon self-energy
(IT) are expressed as

SMiE(r 1) = ig® Dimp(t,1)83 Gimp(t,1)63,

_ ) R 3)
Mg 1) = —igztr[63Gimp(f,f/)53Gimp(t/’t)]'

The sMig approximation neglects vertex corrections for the
self-energies, which is justified when the phonon frequency is
sufficiently smaller than the electron bandwidth. The dimen-
sionless el-ph coupling is defined as Ao = —p(0)g>D¥(w =
0). Since we are interested in the strong-coupling regime,
we choose A ~ 1. With both self-energies considered self-
consistently, electrons and phonons are renormalized, and their
dynamics, including collisions between them, are taken into
account. The detailed diagrammatic expression for xp,i; in this
approximation has been presented in Ref. [19]. In addition to
the ladder diagrams with electron legs, which are already taken
into account in the BCS dynamics and include the effect of the
relaxation of the Higgs mode into quasiparticle excitations,
the self-consistent Migdal approximation includes the ladder
diagrams with phonon legs and hybridizations between these
two types of diagrams.

The other approximation is the unrenormalized Migdal
(uMig) approximation [15,16,19,38], which corresponds to
an electron self-energy,

BMigt 1y = ig? Do(t,1')63 Gimp(t,1)63, )

where Dy is the bare phonon propagator and the dimensionless
el-ph coupling is defined as Aoty = —p(0)g* D (w = 0), which
we choose to be ~1 in this paper. In this approximation, while
electrons are renormalized and their collisions with phonons
are considered, the phonons are not renormalized, stay in equi-
librium, and act as a heat bath. The diagrammatic expression
for xpair in the unrenormalized Migdal approximation contains
the same type of diagrams as the BCS theory [19]. Thus
the relaxation into quasiparticle excitations is included in this
approximation, but the coupling to the phonon dynamics and
possible relaxation channels to phonons are ignored. Neglect
of the phonon renormalization makes the approximation less
accurate than the self-consistent Migdal approximation for
describing the isolated Holstein model [38]. However, the
uMig approximation phenomenologically describes a situation
where the phonons, which are equilibrated by degrees of
freedom other than the explicitly considered system, act as
a heat bath for the electrons (in an open system, beyond
the pure Holstein model description). Considering this, we
introduce a finite phonon lifetime, I', in the unrenormalized
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Migdal approximation. The phonon part is expressed as
D(’f (w,") = wﬁ,ﬁ, where R stands for the retarded part.
The other components of the Green’s function (lesser, greater,
etc.) are connected to the retarded part by the equilibrium
fluctuation-dissipation theorem [37].

In order to analyze the decay of the amplitude mode after a
pump at ¢ = 0, we employ two types of fitting functions,

Fi(t) =a exp(b t)+ c sin(wy t +d)/(t — 10)" |y=0, (5)

Fr(t) =a exp(bt)+ c sin(wyg t +d)exp(—y 1), (6)

where a, b, c, d, y, and wy are fitting parameters. We use a
least-squares fit in the time interval ¢ € [fiin,?max], Where fmin
is chosen as the first time at which i (2) = 0.

III. RESULTS

Since we want to clarify the difference from the BCS
mean-field dynamics, we first recapitulate the dynamical
pair susceptibility obtained within the BCS approxima-
tion. We assume that the attractive interaction is repre-
sentedas & 3 o VkK)ef el e ey, with V(kK) =
—A0(w, — |ek])B(w, — |€x’|), where —A represents the attrac-
tive interaction, w, is the cutoff energy, and €y is the bare
electron dispersion with momentum K. xp.; is expressed as

BCS
Xpair,O(w)

14 A xpio(@)/2

X (@) = @)
where the bubble contribution xpairo is the retarded part
of —i% Dk tr[61Gk(t,1)6,Gi(t',t)]. One can prove that
Re)(;(i:fo(w) approaches —2/A linearly in the limit of w —
2Asc + 0. Here the SC gap in the BCS approximation is
Agc = —A% > k0w — lex])(c—k ckr). The explicit expres-
sion of Im X}Eucr,so(w) is

1
_ —ImXBCS ((I))
T

pair,0
W, 2
= f de,o(e)% tanh(BE /2)[8(w — 2E) — 8(w + 2E)]
=0(w| — 2ASC)M tanh (%> 8)
|l 4

where E = /€2 + A and k(0) = /®? /4 — A} From this

expression, one can see that |[Im X;ﬁ%(wﬂ behaves like (w —
2Asc)'/? inthe vicinity of w = 2Agc [see Fig. 1(a)]. Hence the
denominator of Eq. (7) becomes zero at @ = wB® = 2Aqc,
which corresponds to the amplitude Higgs mode. We also note

that if there were a pole at w, we could interpret the quantity

N(w) = [Im xpair,0(@)/ (WN as the rate of the scattering
from the collective mode to quasiparticle excitations, since
it corresponds to the half-width of the peak in the spectrum
[2]. Therefore, Eq. (8) implies that below the SC gap (Jow| <
2Asc) damping channels are energetically unavailable, while
they are available above the gap (Jo| > 2Agc). Because of
the factor (¢/E )2 in the second line, the contribution from the

energetically available channels becomes small near € = 0.
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FIG. 1. (a) BCS spectrum [A®®(0/2)], —Imy 0% (w), and n(w)
fork = 0.9and w. = 2 at 8 = 50. (b) Temperature dependence of the
order parameter. xocS() at f =50 (c) and B = 20 (d). Red dashed
lines, which almost completely overlap with the solid green lines,

represent the result of the fitting function (5).

This results in a decrease of [Imypair,0(@)| and n(w) going to
zero [see Fig. 1(a)], which indicates a slower decay than an
exponential decay of this mode. However, because of the rapid
increase of |Im xpair,0(@)| and n(w), this mode is not undamped.
Indeed, the analytic expression for the asymptotic behavior of

Xpwin 1S proportional to [1]

KBS (1) o sin <2A5Ct n %) )

1
 Asct

In Fig. 1, we show xpiS(1) along with the fitting function,

Eqg. (5). Regardless of the temperature (both well below 7, and
near T.), the fitting works very well from the first oscillation
and the exponent is 1/2. This has been found in previous works
for various types of excitations [1,6,8].

Now we turn to the results of the unrenormalized Migdal
approximation (with equilibrium phonons) in order to grasp the
effects of the finite quasiparticle lifetime resulting from strong
el-ph couplings. Figure 2 shows xp,; obtained within this

scheme, which we denote by X;ﬁlg(t). In contrast to the BCS
dynamics, the damping exhibits a strong dependence on the
temperature: When the temperature is much lower than 7, the
damping is well described by a power law but with a different
exponent from the BCS value, while the exponential fitting is
inadequate [see Fig. 2(a)]. When the temperature is close to T,
an exponential fit [Eq. (6)] becomes better than a power-law fit
[Eq. (5)], as in Fig. 2(b). In between these two regimes, neither
of the two fitting forms can accurately describe the decay. We
also note that the decay of the amplitude mode as discussed
above is not limited to the present type of the pump protocol.
The same damping behavior (not shown) is observed after
a hopping modulation, v(¢) = v + v exp (—%), which
mimics the effect of a strong laser [19]. -

In Fig. 3(a), we show for each fitting function the coef-
ficient of determination, which is defined for a set of data,
{(t;,y1)}, and a fitting function f(¢) as R> =1 — il —
FuNPH/IX(yi — ¥)?]1. Here j is the average of y;, and a value
of R? closer to 1 indicates a better fit. It is evident that a power
law [Eq. (5)] provides a better description than an exponential
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FIG. 2. ypur(r) for wy = 0.4, g = 0.9, and T" = 0.1 (her = 1.2)
at B = 50 (a) and B = 24 (b). Here #,,,x = 300 is used for the fitting.
The power-law and exponential fits are shown as red dashed and blue
dotted lines, respectively. Rectangles mark the better fits. The inset
shows the temperature dependence of the order parameter.

law [Eq. (6)] at low temperatures, while the opposite is true
near T,. The damping coefficients are depicted in Fig. 3(b). In
contrast to the BCS dynamics, the damping shows a significant
dependence on temperature; i.e., the damping becomes faster
with increasing temperature.

Since in some previous analyses of the damping of the
Higgs mode [11,12] #; in Eq. (5) was treated as a fitting param-
eter, we also consider this case and denote the corresponding

1 7
a) — b)
(@) @—@*ﬂ*% T, o ( T,
—+ Fytn? 5+ Fein!
o = Fyexp(-t) \\ 4 | B Fpe(x200)
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FIG. 3. The coefficient of determination R? (a) and the coefficient
y (b) for each type of fitting for g = 0.9, wy = 0.4, and I" = 0.1. The
vertical black lines indicate 7., while the horizontal red line in panel
(b) shows the BCS result (power law with y = 1/2). (c) o extracted
from the F; fit.
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fitting function as F3(¢). We note that when —7, and y are large
enough, 1/(t — tp)” behaves as exp(%t) for a finite range of
t, so that F can be regarded as an interpolation between F; and
F5. The result, shown in Fig. 3, shows that F3 always provides
a better R than F; and F,. At low temperatures the fitted
value of ¢ stays around zero which means that F3 essentially
behaves as F;, while —#y and y increase in a similar manner
with increasing temperature near 7., which is consistent with
an exponential behavior. We note that it is hard to provide a
physical interpretation for large negative ¢y (long time before
the pump) near 7, and it would be more natural to consider
that the fitting function F, is more essential there, even though
F5(t) gives the best fit. We also note that in the BCS case f
always stays near zero regardless of the temperature.

Now we discuss the origin of the different decay behaviors
in the BCS dynamics and the Migdal dynamics. In the
BCS theory, because of the relation wy = 2Agc [1,2] and
the fact that the lifetime of a quasiparticle is infinite, the
relaxation channel of the amplitude mode (q = 0) is limited
to the quasiparticle excitations just at ex = 0 [see Fig. 4(a)].
However, as shown in Eq. (8), the contribution from this
channel becomes 0 due to the factor (¢ /E )2. On the other hand,
both Migdal approximations can take into account collisions,
or the lifetime of the quasiparticles and the incoherent parts
in the spectrum. In addition to this, as pointed out in our
previous analysis [19,36], the Higgs energy sticks to the SC gap
(2Asc) even for strong el-ph couplings. Here we emphasize
that the relation between the Higgs energy and the SC gap is
not trivial in the strong-coupling regime and that it strongly
affects the damping behavior of the collective mode. Because
of this, it becomes possible for the amplitude Higgs mode to
decay into excitations from the lower band at various ex # 0
[(1) in Fig. 4(b)] and into excitations to the incoherent parts
[(2) in Fig. 4(b)]. Since the energetically available relaxation
channels are no longer restricted to e, = 0, one can expect
finite contributions from these channels. Now the quasiparticle
lifetime decreases with increasing temperature, and process
(2) requires thermally excited quasiparticles above the Fermi
energy. Hence these decay processes of the amplitude mode
should become more significant closer to 7, and make the
decay faster. We note that, in the present Holstein model, there
is a phonon window, below which the quasiparticle lifetime
becomes very long at low enough temperatures. Therefore, at
low enough temperatures process (1) can practically use only
ex = 0, and this channel should be suppressed as in the BCS
case. This situation should then lead to the distinct change of
damping laws at low temperatures and temperatures around 7.
In more realistic situations, one may need to consider acoustic
phonons. In the presence of such phonons, the phonon window
should become less clear and the quasiparticle lifetimes should
decrease more quickly with increasing temperature. Hence it
is expected that the damping laws at low temperatures and
temperatures around 7, become less distinct and that the
damping tends to be faster and more exponential-like. We also
note that the temperature dependence of the damping has been
briefly addressed in Ref. [2], where they consider the effect
of the quasiparticle lifetime on top of the BCS dynamics and
suggest that the Higgs mode becomes overdamped near 7.

The decrease of the quasiparticle lifetime is indeed evident
in the temperature dependence of the electron spectrum
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FIG. 4. (a) and (b) Schematic illustration of the difference
between the BCS and Migdal descriptions of the excitations to which
the amplitude mode decays. An arrow indicates an excitation process
from an initial state of an electron (empty circle) to a final state (solid
circle). Black curves in panel (a) represent the quasiparticle dispersion
with an infinite lifetime, while red thick curves in panel (b) show the
dispersion of the quasiparticles with a finite lifetime. Pink ovals in
panel (b) represent the incoherent parts of the spectrum. (c) A(ex,w)
at B = 50 (left) or B = 25 (right) forwy = 0.4, ¢ =0.9,and "' = 0.1
within the unrenormalized Migdal approximation. (d) Comparison
between the electron spectrum A(w/2), —Imx;‘,ﬁ%(w), n(w), and wy
for wy = 0.4, g = 0.9, and I' = 0.1 at various temperatures. Vertical
lines indicate the Higgs mode energy wy. For the green arrows, see
text.

[see Figs. 4(c) and 4(d)]. In Fig. 4(d), we show A(w) =
—%ImGii,”(a)) and the Higgs frequency derived from the
fitting for various 7', where G;; 1; stands for the 11 components
in the Nambu-Gor’kov form. The gap edge becomes smeared
as we increase T', while the Higgs frequency is always located
near the edge; i.e., wy =~ 2Agc indeed holds. Hence we
conclude that near 7, the relaxation of the amplitude mode
into quasiparticles becomes efficient due to the strong el-ph
coupling. This enhances the damping of the oscillations, which
is well described by the exponential fit, Eq. (6). Further
support for this picture is obtained from 7n(w), whose value
at w = wy increases with increasing temperature, as shown
by the green arrows in Fig. 4(d) [45]. We note that, if the
time dependence of the irreducible vertex can be approx-
imately described by a delta function with a renormalized
coefficient, an equation similar to Eq. (7) is obtained, in which
case we can indeed interpret n(w) as the efficiency of the
relaxation.
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FIG. 5. (a) and (b) x;}i;lad(l) for wy = 0.4 and g = 0.45 (Aer =
1.4) at indicated temperatures. Here #,,,, = 450 is used for the fitting.
The power-law and exponential fits are also plotted. Rectangles mark
the better-fitting function.

Now, we move on to the self-consistent Migdal results,
which further include effects of the phonon dynamics. In order
to single out the effects of the phonon dynamics on the Higgs
mode, let us first look at the behavior of xpair calculated with
renormalized phonons but without phonon dynamics. Namely,
we study the time evolution with the self-energy

S(t,t") = ig? DS (1,163 Gimp(t,1)63, (10)

imp
where the superscript “eq” indicates that the propagator is the
equilibrium one. We denote the pair susceptibility evaluated
in this way as x5, since its diagrammatic expression
consists of ladder diagrams with electron legs [19]. In the
result shown in Fig. 5, the only difference from the uMig
approximation is that the phonon propagator is renormalized
through the el-ph coupling and depends on the temperature
[19]. As in the uMig case, at low temperatures a power-law
fit, Eq. (5), describes the damping well [see Fig. 5(a)], while
around 7, an exponential fit, Eq. (6), becomes better [see
Fig. 5(b)]. We note that, even when the phonon renormalization
is included, wy sticks to the SC gap edge, wy =~ 2Agc, and the
quasiparticle lifetime decreases with increasing temperature,
which is the same as in the uMig approximation. In Fig. 6,
we display s (along with fits) and X ?. As pointed
out in Ref. [19], there emerges another collective amplitude
mode originating from the phonon dynamics. In order to deal
with this, we have added a term ¢’sin(w't + d’) exp(y't) to
the fitting functions [Eqgs. (5) and (6)]. Again, the damping
becomes faster with increasing temperature, and one can see

a crossover of the damping from power law to exponential

sMi _ . .
law. When we compare X;airlg and X;;irlad, we notice different
behaviors, which indicates that Xl;airlg has a lower frequency

[46] and that the oscillations in X;Qfﬁg are more slowly damped.
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(b). Here t,,x = 300 is used for the fitting.

Indeed, the fittings for X;l}?:g yield smaller exponents than those
for x5 (compare Figs. 5 and 6). The softening of wy can
be attributed to the hybridization between the Higgs mode
and the amplitude mode originating from phonon oscillations.
The softening of the Higgs mode makes it longer lived due
to the suppression of the energetically available relaxation
channels to quasiparticles. Even though the possible decay
of the Higgs mode into two phonons is also considered within
the self-consistent approximation, this channel is energetically
suppressed by the reduction of the renormalized single-phonon
spectral weight at @ < 2Agc (phonon anomaly) [19,47].

We finally comment on the relation between uMig and
sMig. First, recall that these two methods describe different
physical setups: in sMig the system is isolated, while in uMig
the system is open and the feedback from the phonon dynamics
is neglected. Our results show that in both cases one observes
a crossover of the damping law as we vary the temperature.
The common origin is the decreased quasiparticle lifetime and
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subsequent enhancement in the number of the available
relaxation channels to quasiparticles with increasing the tem-
perature. On the other hand, we would like to note that the uMig
and sMig descriptions can lead to very different dynamics since
they approach final states with different temperatures after
strong excitations [38]. In realistic situations, we may need
to include both the energy dissipation from the system and
the feedback from the phonon dynamics. Which description is
more appropriate depends on the specific problem.

IV. CONCLUSION

We have studied the damping of the amplitude Higgs
mode in a strongly coupled phonon-mediated superconductor
described by the Holstein model. The nonequilibrium DMFT
results show that, in a sharp contrast to the BCS dynamics,
the damping exhibits a strong temperature dependence and
becomes faster as 7 — 7. Specifically, we have revealed that
at low temperatures the damping of the Higgs oscillations is
well described by a power law with an exponent distinct from
the BCS value and that near the transition temperature the
oscillations tend to decay with an exponential law. In addition,
we have shown that the phonon dynamics can soften the Higgs
frequency and extend its lifetime.

Our study has focused on the initial several cycles of the
coherent oscillations after a pump. How the amplitude mode
behaves in the long-time limit and how its damping is related to
the behavior extracted here from the initial cycles are questions
which should be clarified in the future. It is also important to
understand the effects of el-ph couplings beyond the Holstein
model, such as couplings with acoustic phonons, as well as the
effects of the band structure, impurities, and the system size.
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