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We aimed to determine whether human subjects’ reliance on different sources of spatial information
encoded in different frames of reference (i.e., egocentric versus allocentric) affects their performance,
decision time and memory capacity in a short-term spatial memory task performed in the real world.
Subjects were asked to play the Memory game (a.k.a. the Concentration game) without an opponent, in
four different conditions that controlled for the subjects’ reliance on egocentric and/or allocentric frames
of reference for the elaboration of a spatial representation of the image locations enabling maximal effi-
ciency. We report experimental data from young adult men and women, and describe a mathematical
model to estimate human short-term spatial memory capacity. We found that short-term spatial mem-
ory capacity was greatest when an egocentric spatial frame of reference enabled subjects to encode and
remember the image locations. However, when egocentric information was not reliable, short-term spa-
tial memory capacity was greater and decision time shorter when an allocentric representation of the
image locations with respect to distant objects in the surrounding environment was available, as com-
pared to when only a spatial representation encoding the relationships between the individual images,
independent of the surrounding environment, was available. Our findings thus further demonstrate that
changes in viewpoint produced by the movement of images placed in front of a stationary subject is not
equivalent to the movement of the subject around stationary images. We discuss possible limitations of
classical neuropsychological and virtual reality experiments of spatial memory, which typically restrict
the sensory information normally available to human subjects in the real world.

1. Introduction
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ronment [1-6]. In rodents and non-human primates, the ability
to elaborate and remember an allocentric, spatial relational rep-

Allocentric, spatial relational memory is the memory of our sur-
roundings that encodes the interrelationships between individual
elements that compose the environment in which we live. As such,
spatial relational memory is a fundamental component of each
of our autobiographical memories, also known as episodic mem-
ories (i.e., the memory of our personal life events that occur in
unique spatio-temporal contexts). In everyday life, the construc-
tion of a spatial relational representation of the environment is
associated with the movement of an individual through its envi-
ronment [1,2]. Such a spatial representation therefore integrates
coherent information derived from all sensory modalities, includ-
ing visual, vestibular, proprioceptive, somesthetic, auditory and
olfactory information, to create a multimodal memory of the envi-
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resentation of the environment has been shown to be dependent
on the integrity of the hippocampal formation [7-9]. Importantly,
the tasks used to demonstrate the fundamental role of the hip-
pocampal formation in spatial relational memory processes are
paradigms that allow animals to navigate freely in the experimen-
tal environment. In contrast, tasks in which the animals’ ability
to move about in the environment is constrained have led to
inconsistent conclusions regarding the role of the hippocampal
formation in spatial memory. Such discrepant findings were the
result of experimental designs that failed to recognize, and con-
trol for, animals’ ability to rely on both egocentric (centered on
the individual, a.k.a., viewer-centered and viewpoint-dependent)
and allocentric (centered on the environment, a.k.a., environment-
centered, viewpoint-independent) spatial frames of reference in
order to solve these tasks (see [8] for a detailed discussion).
Recently, a great deal of research has focused on describing
the deficits in human spatial memory following unilateral and/or
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bilateral medial temporal lobe damage (damage that is more or
less confined to the hippocampal formation; e.g., [10-12]). Rec-
ognizing the limitations of standard neuropsychological tests of
spatial capacities in humans, which are generally administered on
a tabletop located in front of the subject, researchers have begun
to take advantage of the development of 3-D graphics and com-
puter technology to design spatial tasks which take place in virtual
environments [10-12]. Because it is generally considered that nav-
igation in these virtual environments mimics navigation in the real
world, researchers have used the performance of human subjects
in these tasks as a measure for their allocentric spatial relational
memory capacities. Importantly, however, even though the subject
is able to explore the environment by using a joystick to virtually
move throughout the environment displayed on a computer screen
or a virtual reality personal display system (goggles), the subject’s
actual position within the real world remains stationary through-
out the test. Thus, the subject must selectively attend to the sensory
information relevant to solve the task in the virtual-environment
(i.e., central vision) and disregard all other sensory information nor-
mally consistent with visual inputs (i.e., vestibular, proprioceptive
and somesthetic information, as well as optical flow derived from
peripheral vision). When considered in this manner, it is not nec-
essarily clear how similar virtual navigation is to navigation in the
real world [13]. Specifically, it is not known whether or how the
absence, or incoherence, of spatial information derived from dif-
ferent sensory modalities might influence task performance and
the elaboration of a spatial relational memory of the environment,
or more precisely the memory for the part of the environment that
the subject is experiencing.

Previous studies have partially addressed this question by
studying how well humans remember the location of objects in
the real world, when either the view of an array of objects (placed
on a tabletop) is changed by the rotation of the array while the sub-
ject remains stationary, or when the view of the objects is changed
by the movement of the subject around the array which remains
stationary [14-16]. Specifically, subjects were presented with an
array of five objects on a circular tabletop for 3s. After a 7-13-s
delay during which the display was hidden and one of the objects
was moved by the experimenter, subjects were asked to indicate
which object had moved. Overall, these studies demonstrated that
task performance is maximal when the spatial information that is
derived from different sensory modalities and encoded in distinct
egocentric and allocentric frames of references is coherent, whereas
performance declines when spatial information derived from dif-
ferent sensory modalities and encoded in distinct egocentric and
allocentric frames of reference is incoherent. Most interestingly,
these studies suggest that viewpoint changes caused by the move-
ment of the subject around the apparatus have little or no effect
on subjects’ ability to detect changes in object locations, whereas
viewpoint changes caused by the rotation of the array produce
a greater disruption of task performance [14-16]. These results
have important implications regarding the role and relative impor-
tance of egocentric and allocentric information in the construction
of spatial representations of the environment. Moreover, with the
advancement of virtual reality technology and its increasing use
in fMRI studies of normal human spatial memory and the study
of patients with specific brain lesions, it is particularly impor-
tant to determine whether the elaboration of an allocentric spatial
relational representation of the environment is differentially influ-
enced by the ability of the subjects to actively move about in a
static environment (e.g., as in animal experiments and real world
situations with human participants) as compared to when part of
the environment moves around subjects who remain stationary
(e.g., neuropsychological tabletop experiments and virtual real-
ity environments). Despite fundamental differences in the sensory
information that is available and possibly integrated into the spatial

representation of the part of the world that the subject is experi-
encing under real world versus virtual environments, researchers
have generally considered that when subjects effectuate a view-
point change in virtual reality (either by pushing arrow buttons on
a keyboard or by manipulating a joystick), they actually imagine
themselves moving, rather than imagining an array of objects and
landmarks rotating around them [12]. Few experiments, however,
have directly compared subject performance in order to determine
whether the brain performs equivalently in these two differing
conditions (see Moffat [17] for a review).

Here, we aimed to determine whether restricting human sub-
jects’ ability to rely on either allocentric or egocentric frames of
reference, which, by consequence, restricts their access to specific
types of sensory information, affects their performance, decision
time and memory capacity in a short-term spatial memory task
performed in the real world. To this end, we developed a task based
on the popular game Memory (a.k.a. the Concentration game). In
brief, when playing the Memory game, participants are presented
with an array of an even number of overturned cards that are ran-
domly arranged on a table top. The cards have a variety of images
on their face side, and each image has an identical pair on the tray.
It is the goal of the participant to find the matching pairs by over-
turning two cards at a time (either simultaneously or sequentially).
Matching pairs are removed from the game. The identity and loca-
tion of cards that are overturned but not matched are placed into
memory for future use in the game. The Memory game has been
used previously to compare the spatial memory capacities of adult
male and female subjects [18,19]. However, our paradigm is unique
as subjects were tested in four different conditions that allowed us
to distinguish and control for the subjects’ reliance on different
frames of reference (i.e., egocentric versus allocentric) in the elab-
oration of a spatial representation of the image locations in order
to enable maximal efficiency when playing the game (Fig. 1). Our
experimental design is thus partially similar to that used previously
by [14-16]. Importantly, our task evaluates human spatial memory
capacity in areal-world environment, in which moving subjects are
forced to rely, alternately, on egocentric and allocentric represen-
tations of the image locations that are defined by either coherent
or incoherent visual, vestibular, proprioceptive, somesthetic and
auditory information.

We first report experimental data from control subjects (men
and women) in the different experimental conditions, which var-
ied with respect to the types of spatial representations available
to solve the task and the number of image pairs to remember. We
then describe a mathematical model that estimates the short-term
spatial memory capacity of these subjects in the various condi-
tions. Our findings, using a new experimental design in a real-world
environment, reveal no gender differences but fundamental differ-
ences in task performance, decision time and short-term spatial
memory capacity that are critically dependent on whether spatial
information derived from different sensory modalities is coherent,
like in the real world, or incoherent, like in virtual reality. In par-
ticular, they demonstrate that solving a spatial memory task in
which the changes in viewpoint are produced by the movement
of an array of images placed in front of the experimental subject
is not equivalent to when the subject moves around the array of
images.

2. Methods
2.1. Apparatus

The experimental apparatus consisted of a wooden tray on which pairs of iden-
tical images could be randomly arranged in a regular, symmetrical array (Fig. 1).

Images were depictions of animals painted on wooden squares
(55mm x 55mm x 5mm), hereafter referred to as cards. The English name of
the animal also appeared on the card in locations that varied from card to card. The
location and orientation of each individual image on the tray was randomized at



Fig. 1. Experimental apparatus used in the study. A. 8 image pairs used in Experiment 1. B. Twelve image pairs used in Experiment 2. Blocks are presented face-up to illustrate
the images used and their random distribution at the beginning of each trial. Experimental subjects never saw the apparatus as it is illustrated here; images were always
shuffled face-down on a table and then randomly placed face down in the tray prior to beginning each repetition of the game.

the beginning of each trial. The tray was placed on a platform that could be rotated
freely by the subject and was situated about 120 cm above the ground (platform
height could be adjusted for individual subjects). In order to assess the effect of
memory load on performance, we tested different groups of subjects under different
memory load conditions. In Experiment 1, the wooden tray was 29 cm x 29 cm and
8 pairs of images were randomly distributed in a 4 x 4 array (Fig. 1a; 16 locations).
In Experiment 2, the wooden tray was 36 cm x 36 cm and twelve pairs of images
were randomly arranged in a 5 x 5 array (Fig. 1b; 24 locations, the array’s central
location always remained empty).

2.2. Procedure

Subjects were asked to play the game memory without an opponent. Subjects
were instructed to turn two cards sequentially (i.e., one card and then a second
card, hereafter defined as a ‘move’), and remove these cards from the game if they
matched. Matching pairs were placed in the pocket of an apron that was fastened
around the subject’s waist. If the images did not match, subjects had to return the
cards to their face down position in the exact location where they found them. The

Qtestwas complete when all pairs were found. Each session consisted of four different
o experimental trial conditions organized in a pre-determined, pseudo-random order,
<==d and all subjects were tested for ten experimental sessions (thus, each subject played
: the game a total of 40 times).

In the first condition (Fig. 2A, Stationary condition), both the subject and the
game tray remained in the same static position in the environment, so that both
egocentric (i.e., centered on the individual) and allocentric (i.e., centered on the
environment) spatial frames of reference were coherent and could be used to encode
and remember the image locations. In the second condition (Fig. 2B, Subject and tray
rotate), subjects rotated 90° around the table and rotated the game tray containing
the images 90° in the same direction along with them between each move. In this
condition, an egocentric coding of space could be used to encode and remember the
image locations on the game tray, but because the tray rotated, the image locations
were not stable within the room and an allocentric spatial representation of the
image locations within the environment could not be used to perform the task.
In the third condition (Fig. 2C, Subject rotates), subjects rotated 90° around the
game tray between each move, and thus egocentric information could not be used
to remember the image locations. Instead, in this condition the image locations
remained stable with respect to the room and thus subjects could keep track of
their own movements and the allocentric position of the viewed images within the
surrounding environment in order to identify matching pairs. In the fourth condition
(Fig. 2D, Tray rotates), subjects remained stationary, but they had to rotate the game
tray by 90° between each move. In this condition, neither an egocentric coding
of space (i.e., centered on the individual) nor an allocentric representation of the
image locations within the room (i.e., centered on the surrounding environment)
could enable task performance. Nonetheless, arelational representation of the image
locations on the game tray could be encoded (as was the case in the other three
experimental conditions) and then mentally rotated by the subject each time they
rotated the game tray. This representation, however, was disconnected from the
allocentric spatial frame of reference provided by the surrounding environment (i.e.,
the room). The cognitive demands imposed by this last condition are thus similar to
those imposed by mental rotation and virtual navigation tasks, in which part of the
environment is moved, but the experimental subject remains stationary within the
experimental room.
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2.3. Subjects

In Experiment 1, we tested twenty normal adult subjects (10 males, 10 females;
mean age: 23 years; range 20-29 years) in two different locations: one group
of subjects (4 males, 4 females) were students from the University of Fribourg
(Switzerland); another group of subjects (6 males and 6 females) were students
at the University of Lausanne (Switzerland). In Experiment 2, we tested twenty nor-
mal adult subjects (10 males, 10 females; mean age: 23 years; range 21-28 years),
all students at the University of Fribourg (none of these subjects had participated
in Experiment 1). Human subjects research was approved by the Intercantonal
Ethics Committee for Jura, Neuchatel, Fribourg (Neuchatel, Switzerland) and the
Ethics Commission of Vaud (Lausanne, Switzerland). Research was performed in
accordance with the NIH guidelines for the use of human subjects in research.

2.4. Data analysis

Subjects’ spatial memory performance was measured by the number of moves
(defined as the sequential turning of two images) necessary to find all pairs of images
(8 pairs in Experiment 1, 12 pairs in Experiment 2), as well as by the time per
move (i.e., the time spent to choose and turn two blocks; determined by divid-
ing the total trial duration by the number of moves). Data are presented as group
average + standard error of the mean in the different testing conditions across all
sessions. We also present normalized data based on the average value (number of
moves or time per move) per session per individual: i.e., the individual score for con-
dition X in session Y was divided by the average score for the four trial conditions of
the same session (Y) for that individual. As the normalized data are unit-less, they
enable us to compare the different experimental conditions based on parameters
that would otherwise not be comparable (number of moves with 8 or 12 pairs of
images; number of moves versus time per move versus memory capacity).

In Section 3.3, we present a mathematical model with which to estimate mem-
ory capacity based on the number of moves executed by each individual subject.
We performed non-parametric Mann-Whitney and Friedman repeated measures
analyses of variance to compare gender and testing conditions. Post hoc pairwise
multiple comparisons were performed with the Wilcoxon signed rank test; statis-
tical significance was defined as p <0.05.

3. Results
3.1. Experiment 1: 8 image pairs

The average number of moves necessary to find the 8 pairs
of images did not differ between men and women (z=0.038,
p=0.9698). Across all subjects, however, the average number of
moves necessary to find the 8 pairs of images was clearly influenced
by the testing condition (Chi-square(3)=28.879,p<0.001; Table 1).
Access to an egocentric representation of the position of the identi-
fied images (Stationary and Subject & tray rotate [S & T] conditions)
enabled better short-term spatial memory performance as com-
pared to when an egocentric frame of reference was unreliable
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Fig. 2. Experimental testing conditions. A. Stationary: both the game tray and the subject remained in the same position throughout the trial. B. Subject and tray rotate: both
the subject and the game tray rotated 90° in the same direction between each move. C. Subject rotates: the game tray remained in the same position, but the subject rotated
90° around the apparatus between every move. D. Tray rotates: the subject remained in the same position, but rotated the game tray 90° between each move.

Table 1
Number of moves necessary to find the 8 pairs of identical images (Experiment 1).

Stationary S & T rotate Subject rotates  Tray rotates

Raw score

Men 1455+ 042 1513 £ 045 16.23 £ 0.90 16.60 + 0.87

Women  14.52 + 0.51 14.73 £ 0.51 16.33 £ 0.92 16.70 + 0.85

Average 1454 +£032 1493 +033 16.28 £ 0.62 16.65 + 0.59
Normalized score

Men 0.94 + 0.02 0.97 + 0.02 1.03 £+ 0.02 1.06 + 0.02

Women 0.94 + 0.01 0.95 £ 0.01 1.04 + 0.02 1.06 + 0.02

Average 0.94 + 0.01 0.96 + 0.01 1.04 + 0.01 1.06 + 0.01

(Subject rotates and Tray rotates conditions; Stationary = Subject
and tray rotate < Subject rotates = Tray rotates; all p<0.01). Statis-
tical analyses conducted on the normalized data yielded similar
results (Chi-square(3)=28.788, p<0.001; Stationary = Subject and
tray rotate < Subject rotates =Tray rotates; all p<0.01).

The average time per move (i.e., the time taken to choose and
turn two blocks) did not differ between men and women (z=0.454,
p=0.6501), but across all subjects was also influenced by the testing
condition (Chi-square(3)=42.480, p<0.001; Table 2).

Table 2
Time per move in the four different testing conditions (Experiment 1: 8 image pairs).

Stationary S & T rotate Subject rotates Tray rotates
Raw score (s)
Men 4.51 +£0.39 6.02 + 0.57 6.04 + 0.62 6.25 + 0.61
Women 438 + 0.26 5.75 £ 0.39 5.66 + 0.36 5.88 + 0.40
Average 444 4+ 0.23 5.89 £ 0.34 5.85 £ 0.35 6.07 £ 0.36
Normalized score
Men 0.80 + 0.02 1.06 + 0.01 1.05 £+ 0.01 1.09 £+ 0.01
Women 0.82 + 0.01 1.06 + 0.01 1.04 + 0.01 1.08 + 0.01
Average 0.81 £ 0.01 1.06 £ 0.01 1.05 + 0.01 1.09 + 0.01

Unsurprisingly, the time per move was lowest in the stationary
condition, as compared to all three other conditions, as neither the
subject nor the game tray moved in this condition. More interest-
ingly, the time per move in the Subject rotates condition was not
different from thatin the Subject and tray rotate condition, but both
were lower than in the Tray rotates condition (Stationary < Subject
and tray rotate = Subject rotates < Tray rotates; all p <0.05). Statis-
tical analyses conducted on the normalized data yielded similar
results (Chi-square(3)=42.540, p<0.001; Stationary < Subject and
tray rotate = Subject rotates < Tray rotates; all p<0.05). Thus, even
though the two conditions (Subject rotates and Tray rotates) did
not differ in the number of moves necessary to solve the game, in
the absence of a reliable egocentric representation of the image
positions, an allocentric representation of the position of the iden-
tified images within the room (Subject rotates condition) enabled
a shorter decision time than a relational representation of the posi-
tion of the identified images relative to the board and each other,
that is disconnected from the rest of the environment (Tray rotates
condition).

3.2. Experiment 2: 12 pairs

The average number of moves necessary for men and women
to find the twelve pairs of images did not differ (z=1.02, p=0.30).
Across all subjects, however, the number of moves necessary to
find the 12 pairs was clearly influenced by the testing condition
(Chi-square(3)=47.30, p<0.0001; Table 3). In this experiment, as
in Experiment 1 (Section 3.1) access to an egocentric representation
of the position of the identified images (Stationary and Subject &
tray rotate conditions) enabled a better short-term spatial memory
performance as compared to when an egocentric frame of refer-
ence was unreliable (Subject rotates and Tray rotates conditions).



Table 3
Number of moves necessary to find the twelve pairs of identical images (Experiment

2).
Stationary S & T rotate Subject rotates  Tray rotates
Raw score
Men 26.25+0.76  26.55 + 1.08  30.80 + 1.77 35.85 +2.92
Women  24.69 + 0.81 2547 £ 098  28.56 + 1.75 31.94 + 2.46
Average 2547 £057  26.01 £0.72 29.68 + 1.24 33.90 + 1.91
Normalized score
Men 0.89 + 0.02 0.90 + 0.02 1.03 + 0.01 1.18 + 0.04
Women 0.91 £ 0.02 0.93 + 0.01 1.02 + 0.03 1.14 + 0.04
Average 0.90 + 0.02 0.91 + 0.01 1.03 + 0.02 1.16 + 0.03

In addition, the number of moves differed between the two condi-
tions in which an egocentric representation of the position of the
images did not enable the completion of the task. Short-term spa-
tial memory performance was better when the subjects had access
to an allocentric representation of the image locations relative to
the room in the Subject rotates condition, as compared to when the
subjects did not in the Tray rotates condition (Stationary = Subject
and tray rotate < Subject rotates < Tray rotates; all p<0.01). Statis-
tical analyses conducted on the normalized data yielded similar
results (Chi-square(3)=47.40, p<0.0001; Stationary = Subject and

tray rotate < Subject rotates < Tray rotates; all p<0.01).
The average time per move (i.e., the time taken to choose and
turn two blocks) did not differ between men and women (z=0.832,
O p=0.405), but across all subjects was also clearly influenced by
= the testing condition (Chi-square(3)=43.26, p<0.0001; Table 4).
As in Experiment 1 (Section 3.1), the time per move was lowest
«__ in the stationary condition, as compared to all three other con-
ditions, as neither the subject nor the game tray moved in this
«_ condition. More interestingly, the time per move in the Subject
= rotates condition was not different from that in the Subject and tray
rotate condition, and both were lower than in the Tray rotates con-
O dition (Stationary < Subject and tray rotate = Subject rotates < Tray
U rotates; all p <0.05). Statistical analyses conducted on the normal-
~ ized data yielded similar results (Chi-square(3)=43.82, p<0.0001;
= Stationary < Subject and tray rotate = Subject rotates < Tray rotates;
"= all p<0.05). Thus, as was found in Experiment 1 with 8 image
Qpairs, in the absence of a reliable egocentric representation of the
4==J image positions, an allocentric representation of the position of
c the identified images within the room (Subject rotates condition)
enabled a shorter decision time than a relational representation of
the position of the identified images relative to the board that is
disconnected from the rest of the environment (Tray rotates con-

dition).

3.3. Modeling the memory capacity observed while playing the
Memory game

The results presented above reveal interesting differences
between testing conditions in the number of moves (number of
choices to find the 8 or 12 matching pairs) and the time taken
to make a choice (time per move). Here, we present a model to

Table 4
Time per move in the four different testing conditions (Experiment 2: 12 image
pairs).
Stationary S &T rotate Subject rotates Tray rotates
Raw score (s)
Men 4.52 +0.39 5.88 + 0.41 579 + 0.44 6.04 + 0.46
Women 433 4+ 0.38 541+ 047 526 + 0.44 5.64 + 0.45
Average 442 £+ 0.27 5.65 £+ 0.31 5.53 £ 0.31 5.84 £ 0.31
Normalized score
Men 0.81 + 0.02 1.06 + 0.01 1.04 £+ 0.01 1.09 £+ 0.01
Women 0.84 + 0.01 1.05 + 0.01 1.02 + 0.01 1.10 +£ 0.01
Average 0.82 £ 0.01 1.06 + 0.01 1.03 + 0.01 1.09 + 0.01

No images
stored
in memory

Store
different images
in memory

Find a
pair with one image
stored in memory,

Find
a pair of images

Store
different images

Store
a pair of images
in memory

by chance in memery

Find a pair
of images stored
in memory

Fig. 3. A schematic outlining how the game can proceed. Downward-pointing
arrows represent a move in the game during which two cards are turned sequen-
tially.

estimate the subjects’ short-term spatial memory capacity, i.e., the
number of card locations that can be held in memory of experimen-
tal subjects performing the task in each of the four different testing
conditions.

Our mathematical model assumes that a subject can remember
exactly L cards amongst all cards that have been seen previously.
The parameter L models the memory capacity (or length), and is
unknown. The idea consists in testing null hypotheses like Hy: L=Lg
against the alternative hypothesis Hy: L # L, for various choices of
Lo. We will assign a memory capacity L to each subject by choos-
ing the parameter L for which the related null hypothesis is not
rejected, hence having a large p-value and also yielding the high-
est posterior probability (see below). The state of the game after k
moves is denoted by Xj =(n, [, *), where n is the number of pairs of
cards which remain in the game, [ is the number of cards memo-
rized by the player, and * is a binary value used to differentiate the
two following cases: d, only distinct (unpaired) cards in memory,
and p, a pair amongst the cards in memory. The end of the game
is given by the random number of moves T, corresponding to the
last move (see below), which is the number of moves necessary to
find the N matching pairs. The level and the p-value of this test are
obtained by computing the probability PC(k) that a subject having
a memory capacity of L finds the N matching pairs after k moves.

In order to solve this problem, we have developed a full mathe-
matical treatment using the Markov chain theory, which is based on
the following conditions: N pairs of identical cards are shuffled and
spread face down on a table. At each step in the game, the player
turns two cards sequentially. If the two cards are identical, they are
removed from the table. If not, the cards are replaced face down
in their original position. Fig. 3 represents the different events that
can occur at each step during the game; the game ends when all
pairs have been found. The player’s score is equal to the number of
moves it took to find all matching pairs. The mathematical model
is further based on the following assumptions:

3.3.1. Memory processes

(1) the model assumes that the player has at his disposal L
memory slots, which he can fill with encountered cards and their
positions. (2) The player’s memory is perfect; he does not make any
errors. (3) When all of the L slots are filled, the player must delete a
card from memory in order to memorize a new one. (4) Matching
pairs removed from the game are forgotten.
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Fig. 4. A. Example of transitions when the memory limit has not been reached. B. Example of transitions when the memory limit has been reached.

3.3.2. Procession of the game

(1) At each step in the game, the player turns two cards, one
after the other (Fig. 3). (2) If the player has only distinct, unpaired
cards in his memory, he chooses at random a card from amongst
those that are not in his memory. (3) If this randomly chosen card
corresponds to a card in his memory, he chooses its matching pair.
(4) If the randomly chosen card does not correspond to a card in his
memory, he turns a second card at random. (5) If the second card
corresponds to the first one, he has identified a pair and removes
the two cards from the game. (6) If the second card corresponds
to a different card already in his memory, he places the two new
cards in his memory, amongst which is a pair. If maximal memory
capacity is reached, the pair is memorized preferentially. (7) If the
second card corresponds neither to the first one, nor to one already
in memory, then the player simply places two more cards in his
memory (until maximal memory capacity is reached). (8) Finally, if
at any point the player has a matching pair in memory, he identifies
and removes this pair

The probability with which certain events occur depends on
three factors: (1) the number of remaining pairs; (2) the number
of memorized cards; and (3) whether or not the player has a pair
in his memory. Hence, to summarize, this game can be compared
to a Markov chain Xj,=(n, [, *) where n is the number of pairs of
cards which remain in the game; [ is the number of cards in the
player’s memory; and *=d: only distinct, unpaired cards in the
player’s memory, or *=p: a matching pair exists amongst the cards
in the player’s memory; and k is the number of moves.

All the possible transitions and transition probabilities are
defined by these hypotheses (Fig. 4). The full mathematical descrip-
tion of the related stochastic process is provided in the Appendix.

3.3.3. Statistics

We further developed a statistical test based on the above
Markov chain to determine whether a given player has a partic-
ular memory capacity. We considered the following hypotheses:
Hy: memory of length L=Lg versus Hy: L # Lg. Each player repeat-
edly plays M games, thus yielding the sample (Tj,. .., T\), where T
denotes the number of moves needed to recover the N cards. We
then compute the likelihood of the random sample as PL(Tj,...,
Tm)=PL(T;) x PL(T,) x PL (Ty), and consider the likelihood ratio
statistics R(Lg; Ty,..., Tm)=maxL # Ly (PL(Ty,..., Tv)/PLo(Ty,. . .,
Twm))- The null hypothesis Hy: L=Lg is rejected in favor of the alter-
native hypothesis Hy: L # Ly when R(Lg; Tj,..., Ty) is larger than
some threshold value for some significance level. The threshold is
fixed for a given level using Monte-Carlo simulations based on the
exact distribution PLy(k). We proceed similarly to get the related
p-value (Fig. 5).

We also provide a Bayesian estimation by assuming a uni-
form distribution for the parameter L, that is we assume that L is

uniformly distributed amongst all possible values. The posterior
distribution of L given the observed data {Tj,..., Ty} is obtained
from Bayes’ formula as P(L|T,..., Tm)=P(L; Ti,..., Tm)/P(Tq,. ..,
Tm)=PL(Ty,. . ., Tm)/PLo(Tq,. . ., Tnm). More details are provided in the
Appendix.

We can thus provide a probability plot that yields the probabil-
ity that L is the memory capacity given the observed sample {Tj,.. .,
Tv}- The results from the likelihood ratio test and the Bayesian
analysis generally agree: the posterior distribution attains its max-
imum value at some L that corresponds in most cases to the value
for which the related p-value is large (Fig. 5).

3.3.4. Memory capacity

3.3.4.1. Experiment 1: 8 pairs. We used the predictive value of the
model (Bayesian analysis) to estimate each individual subject’s
memory capacity in the different testing conditions. The estimated
memory capacity computed with our model (Table 5) mirrors
the actual number of moves necessary to find all image pairs
observed in our experiment (Table 1). The memory capacity did
not differ between men and women (z=0.076, p=0.9397), but was
clearly influenced by the testing condition (Chi-square(3)=27.610,
p<0.001). Subjects’ memory capacity was greater in the two condi-
tions in which egocentric information could be used to remember
the position of identified images, as compared to the two con-
ditions in which an egocentric representation of the position of
the identified images was unreliable (Stationary = Subject and tray
rotate > Subject rotates=Tray rotates; all p<0.01). Indeed, indi-
viduals retained on average 0.58 more items in memory in the
egocentric conditions (average of 3.33 in the Stationary and Sub-
ject & Tray rotate conditions), as compared to when an egocentric
frame of reference was unreliable (average of 2.75 in the Subject
rotates and Tray rotates conditions).

3.3.4.2. Experiment 2: 12 pairs. The estimated memory capacity
computed with our model (Table 6; Bayesian analysis) mirrors the
actual number of moves necessary to find all 12 pairs of images
observed in our experiment (Table 3). The memory capacity did
not differ between men and women (z=1.250, p=0.2114), but was
clearly influenced by the testing condition (Chi-square(3)=42.388,
p<0.0001). Subjects’ memory capacity was greater in the two con-
ditions in which egocentric information could be used to remember
the position of identified images, as compared to the two con-
ditions in which an egocentric representation of the position of
the identified images was unreliable. Moreover, subjects’ memory
capacity was greater in the Subject rotates condition, as com-
pared to the Board rotates condition (Stationary = Subject and tray
rotate > Subject rotates > Tray rotates; all p<0.01).
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Fig. 5. Memory capacity estimates for subject 24 in the “Subject rotates” condition. A. Likelihood ratio: various estimates of the memory capacity, and their probability value

to be true. A p-value smaller than 0.05 is necessary to reject the null hypothesis Hy: L=Ly in favor of the alternative hypothesis Hy: L # Lo. B. Bayesian analysis: probability

O that L is the true memory capacity as determined by the total number of moves made by the player. In this example, a memory capacity of 4 is the only likelihood ratio that
= is not rejected (A), and it has the highest probability according to the Bayesian analysis as well (B).

Table 5
Estimated memory capacity in different testing conditions (Experiment 1: 8 image
pairs).

Stationary S & T rotate Subject rotates Tray rotates

Raw score
Men 343 +0.22 3.07 £ 0.18 2.85 + 0.20 2.71 £ 024
Women 3.48 £ 0.22 3.34 £ 029 2.70 £ 0.22 2.74 £ 0.21
Average 3.46 + 0.15 321+£017 2.78 £ 0.15 2.73 £ 0.16

. Discussion

Our study, using a new experimental design in a real-world
environment, revealed no gender differences, but fundamental
differences in task performance, processing time and short-term
spatial memory capacity of young adult human subjects tested in
egocentric and allocentric coordinates. Subjects’ performance and
short-term memory capacity were highest and largely similar in
the two conditions (Stationary, and Subject and tray rotate) where
an egocentric spatial representation enabled subjects to remember
the locations of identified images (Experiments 1 [Section 3.1] and
2 [Section 3.2]). When egocentric coding was unreliable, subjects’
performance and short-term memory capacity were lower, and
moreover, differed based on whether the image locations remained
stable in the experimental room (Subject rotates) or were discon-
nected from the surrounding environment and remained stable
solely in relation to each other on the testing tray (Tray rotates;
Experiment 2).

Table 6
Estimated memory capacity in different testing conditions (Experiment 2: 12 image
pairs).

Stationary S & T rotate Subject rotates Tray rotates

Raw score
Men 3.67 £ 0.20 3.75 £ 0.30 3.05 + 0.26 248 +£0.29
Women 4.32 + 0.30 3.92 +0.33 3.45 +0.32 3.00 + 0.33
Average 3.99 £ 0.19 3.84 +£0.22 3.25 £ 0.21 2.74 £0.22

In order to asses the effects of memory load on performance,
different groups of subjects were tested under different memory
load conditions. Indeed, whereas subjects tested with 12 pairs of
cards demonstrated a significant difference in the number of moves
necessary to complete the game, the time per move, and memory
capacity when comparing the Subject rotates and Tray rotates con-
ditions, subjects tested with 8 pairs of cards (Experiment 1) only
showed a differential performance in the time per move when
comparing these two conditions. Although the lack of a signifi-
cant difference in the number of moves and short-term memory
capacity between these two conditions in Experiment 1 was likely
due to a floor effect, the differential performance of subjects in
Experiment 2 (with 12 pairs of cards) demonstrates that memory
load does indeed impact performance in the Memory game task as
implemented here.

In sum, in our task, short-term spatial memory performance was
greatest when an egocentric spatial frame of reference (i.e., cen-
tered on the individual) enabled subjects to encode and remember
the image locations. When egocentric information was not reli-
able, short-term spatial memory performance was greater when
an allocentric representation of image locations based on their
relationships with distant objects in the surrounding environment
was available, as compared to when the image locations could
be encoded using only the relationships between the individual
images on the testing tray, and whose positions were incoherent
with distant objects in the surrounding environment.

4.1. Comparison with previous studies

Experiments carried out by Simons and Wang [15] evaluated
the ability of young adults to detect the displacement of one object
from an array of five physical objects located on a tabletop placed in
front of the subjects. Similar to what we found in the current study,
they reported that viewpoint changes caused by rotating the array
of objects in front of a subject were not equivalent to viewpoint
changes caused by the subject moving around the array. When dis-
tant objects in the surrounding environment were visible (i.e., lit
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experimental room; Simons & Wang’s Experiment 1), display rota-
tion produced a decrease in the recognition of the displaced object,
whereas moving the observer to produce the same amount of view-
point change did not. When subjects moved around the array in the
dark, so distant objects present in the surrounding environment
were not visible (Experiment 2), subjects’ recognition performance
was decreased as compared to the condition in which they moved
in a lit environment (Experiment 1). This suggests that the loca-
tions of the objects displayed on the tabletop were encoded in an
allocentric spatial representation including their interrelationships
with distant objects in the surrounding environment (see also [14]
for similar evidence). Interestingly, in both Experiments 1 and 2
by Simons and Wang [15], there was a larger decrease in spatial
recognition performance when the array was rotated in front of the
subject who viewed the array from the same unchanged position,
as compared to the condition in which the subject moved around
the table to a different viewing position. Their tabletop rotation
condition was similar to our current condition in which stationary
subjects rotated the tray (Tray rotates), where we found task per-
formance and memory capacity to be the lowest, and processing
time to be the longest, as compared to the three other testing condi-
tions. Accordingly, in Simons and Wang's study, performance in the
tabletop rotates condition was also lower compared to the condi-
tion in which the tray was rotated at the same time and in the same
direction as the subject moved (Experiments 1 and 2), thus leading
to an unchanged viewpoint of the array of objects from the sub-
ject’s new position in the room (i.e., enabling an egocentric coding
of object locations). In a third experiment, subjects were passively
displaced on a fast spinning, wheeled chair after viewing the array,
so that they could not use self-generated movement information
(i.e., vestibular, proprioceptive and somesthetic) to keep track of
their own displacement within the illuminated experimental room.
In this condition, subjects’ performance was lower than when the
subjects actively displaced themselves, but was significantly higher
as compared to when a change in viewpoint was produced by the
rotation of the array itself (Experiments 1 and 2).

Follow-up experiments carried out by Wang and Simons [16]
investigated whether the results of their first study were due to the
subjects’ lack of active control over the displacement of the viewed
array. In their second study subjects could thus either watch, or,
similar to our experiment, actively move the array themselves
(albeit with a pole that was attached to and extended out from
the table). The results from this second series of experiments [16]
essentially replicated their initial findings [15]. As compared to the
control condition, the ability of subjects to detect changes in the
location of a single object from an array of five physical objects
placed on a tabletop was lower even when the subject produced
the rotation of the array, but did not differ when the subject was
displaced around the array that remained stable in relation to the
surrounding environment (i.e., the experimental room), or when
subjects were moved passively (i.e., wheeled without disorienta-
tion) to a new viewing position.

In sum, Simons and Wang’s experiments suggested a clear hier-
archy in the reliance on different spatial frames of reference to
encode object locations. Similar to our own experiments, the rota-
tion of the array of physical objects placed in front of a subject,
within a stable surrounding environment, produced the great-
est impairment in task performance. In contrast to our current
findings, however, the displacement of their subjects while the
array of objects remained stable within the testing room pro-
duced no impairment in task performance in the presence of distal
environmental cues (as compared to when neither the subjects
or the array moved). These differential results might simply be
due to a lack of sensitivity of their task [15,16], as our current
findings clearly showed decreased performance and lower short-
term spatial memory capacity in the Subject rotates condition in

which egocentric and allocentric spatial frames of reference were
dissociated, and only allocentric, but not egocentric, information
was available for subjects to encode and remember the image
locations.

Burgess et al. [14] carried out a study using a design similar
to that used by Simons and Wang, in order to further evaluate
the reliance on an allocentric spatial representation encoding the
object locations in relation to distant external cues present in
the surrounding environment. Although their experimental design
included a number of additional conditions, we limit our discussion
to the four conditions (no change, subject, subject and table, table;
[14]) that are directly relevant for our own results. Consistent with
our current findings, performance was highest in their no change
condition (corresponding to our stationary condition); similarly,
performance was lowest when the array of objects was rotated
out of view of the subject who remained in the same position
between presentation and testing (table condition; NB, the subject
was informed that the array of objects was rotated). Consistent with
the results of Simons and Wang and our current findings, Burgess
et al.’s experiments revealed that rotating an array of objects in
front of an observer is not equivalent to the observer moving around
the array of objects. We will consider the implications of these
findings below.

In addition, in the Burgess et al.’s experiment, although perfor-
mance was lower in the subject rotates conditions as compared to
the no change condition, it was, surprisingly, significantly higher
than the performance observed in the subject and table rotate con-
dition (again, subjects were informed of the rotation, but could not
see it happening). Their results therefore contrast with our own
findings that the stationary, and the subject and tray rotate condi-
tions (i.e., two conditions in which the egocentric coding of image
locations was reliable) did not differ in terms of task performance
or short-term spatial memory capacity, and that these parameters
were significantly higher in these conditions than in the other two
conditions in which an egocentric coding of the image locations
was not reliable. Such differences might be due to the fact that
the subjects of our current study manipulated the images to be
remembered and were not simply viewing an array of objects from
a (relatively short) distance. Efferent copies of motor programs, as
well as proprioceptive information regarding arm and hand posi-
tions might contribute to the preferential coding of object locations
in an egocentric coordinate system, at least over a short period of
time (see [8] for similar arguments). This could explain how the rel-
ative weight of different spatial frames of reference (i.e., egocentric
versus allocentric) can vary based on differences in experimental
design or testing conditions.

One additional difference between our experiment and the
Simons and Wang and Burgess experiments [14-16] was the fact
that during our experiments, although the images were always
turned faced down when viewpoint changes were taking place, the
experimental tray was always kept within the subject’s view. In
contrast, for both Simons and Wang’s and Burgess’ experiments,
the experimental array was always out of the subjects’ view when
viewpoint changes were taking place. This lack of visual contact
with the experimental apparatus during manipulation may have
ultimately necessitated twice as much updating for subjects once
the array was displayed again. Specifically, in the subject and tray
(table) rotate condition, the ability of subjects to visually track
the movement of the tray (table) while moving might facilitate
the updating process, and thus explain why we saw no differ-
ence between this condition and the stationary condition in our
experiments; it might also explain why Burgess et al. saw poorer
performance in the subject and table rotate condition (the subject
must update their movement as well as that of the table) relative
to the subject rotates condition (the subject must only update his
own movement).
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In sum, in accordance with the results of previous studies
discussed above, our current findings obtained with a new experi-
mental design in a real-world situation demonstrate fundamental
differences in processing time and short-term human spatial mem-
ory capacity that are dependent on the availability or coherence
of spatial information derived from different sensory modalities
encoded in egocentric or allocentric coordinates.

4.2. As the world turns: a neurobiological perspective

The major aim of our study was to determine whether human
subjects’ reliance on different spatial frames of reference (i.e., ego-
centric versus allocentric) affects their performance, decision time
and memory capacity in a short-term spatial memory task per-
formed in the real world. A second aim was to determine and
compare the short-term spatial memory processes in two allocen-
tric conditions that have often been considered interchangeable
when studying human spatial memory: namely (1) when a subject
moves about in a stationary environment, and (2) when part of the
environment moves in front of a stationary subject. In this section,
we briefly discuss the results of studies on hippocampal place cells
in rodents and path integration in humans, in order to consider the
implications of our current findings in a neurobiological context.

Electrophysiological studies in rats have shown that pyrami-
dal neurons in the CA1 region of the hippocampus not only fire
in relation to a rat’s location in an open-field environment (“place
cells”; [20]), but also integrate converging inputs from different

- sensory modalities to form relational representations of experience

[20,21]. In the spatial domain, the receptive fields of these neurons,
called place fields, represent a portion of the environment in which
the rat moves and where an individual neuron fires preferentially.
Place cell firing is the result of the integration of spatial information
derived from different sensory modalities, which in normal condi-
tions are coherent and contribute to the high selectivity of place cell
firing activity [22]. When different sources of spatial information
are incoherent (e.g., the movement of distal visual objects in the
surrounding environment versus self-generated movement infor-
mation derived from vestibular, proprioceptive and motor efferent
copy information), the control of place cell activity depends on
the relative discrepancy between the different sources of infor-
mation [23]. Interestingly, when some self-generated movement
informationis eliminated, e.g., by moving arat passively in the envi-
ronment, place fields are larger than when a rat is actively moving
in the same environment [24]. Similarly, when the environment
is rotated around a stationary rat, and thus only the movement
of distal visual objects suggests movement, the spatial information
content per spike of place cellsis reduced by 50% [25]; i.e., an experi-
ment similar to virtual reality, or the experience one can have when
sitting in a stationary train, watching an adjacent departing train.
Thus, altogether these experiments indicate that the ensemble of
spatial information derived from different sensory modalities con-
tributes to the selectivity of place cells firing, and that the highest
selectivity is obtained when all sources of spatial information are
coherent, as is normally the case in the real world.

Recent experiments on path integration in humans also sug-
gest that multiple sources of redundant spatial information are
weighted and integrated based on their respective reliability to sup-
port behavior [26,27]. In a virtual reality study by Kearns et al. [27],
although subjects wearing virtual reality goggles were able to use
optical flow alone to complete a path integration task (i.e., moving
through the virtual environment using a joystick and return to their
starting point after a right triangle outward journey), the subjects’
responses became more consistent if they were actively walking.
Indeed, they exhibited a decreased variability in performance when
self-generated movement information (generated by the subjects
moving simultaneously in the real environment) was consistent

with the visual information displayed via the virtual reality goggles.
Similarly, recent experiments by Campos et al. [26] demonstrated
that although adult humans can use optical flow alone to estimate
the distance travelled in a flat open outdoor environment, self-
generated movement information contributes more to the correct
estimation of distance than optical flow.

In sum, these studies indicate that experimental investigations
of human spatial behavior in real world environments are critical,
and provide a necessary perspective to interpret findings obtained
in artificial environments such as virtual reality, and comprehend
the functions of different regions of the human brain in spatial
learning and memory.

5. Conclusion

Our current findings, together with the work of others dis-
cussed above, suggest that classical neuropsychological tests and
virtual reality investigations of human spatial memory reflect lim-
ited approximations of human spatial memory in the real world.
We certainly do not argue against the importance of conducting
clinical or experimental investigations of human memory using
standard neuropsychological tests or virtual reality technology.
However, experiments carried out with tabletop designs or virtual
reality technology artificially restrict the sensory information nor-
mally available to human subjects which is fundamental to building
multimodal, relational representations of their surrounding envi-
ronment. The results of such experiments and their contributions
to further our understanding of human spatial memory processes
should therefore be considered with these limitations in mind.
Nevertheless, it is imperative that experiments in which subjects
can move about freely in a real-world environment, and therefore
perceive and integrate coherent visual, vestibular, proprioceptive,
motor efferent copy, somesthetic and auditory information, be
carried out in order to fully understand human spatial memory
processes in real life [13].
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