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We present a study of binary mixtures of eye lens crystallin proteins. A coarse-grained model of aqueous R-
and γ-crystallin mixtures based on molecular dynamics simulations and SANS experiments is proposed.
Thermodynamic perturbation theory is implemented to obtain the stability boundaries, or spinodal surface, of
the binary mixture in the full parameter space. The stability of these high-concentration crystallin mixtures
was found to depend on the R-γ attraction in a manner that is both extremely sensitive and nonmonotonic;
stronger or weaker attraction resulted in a spectacularly enhanced instability. The relevance of these mechanisms
as possible sources of the alteration of the spatial distribution of the lens proteins encountered in cataract
disease is discussed.

I. Introduction

Proteins are attracting growing attention within the colloid
physics community due to their suitability as model colloids,
and this possibility of exploiting proteins as ideal colloids has
already given promising results. Solutions of lysozyme, the
physicist’s protein, were found to exhibit a metastable
liquid-liquid phase separation and possess a cluster phase at
low ionic strength, and evidence for a glass line was also
discovered.1–3 The advantages of proteins are clear. In terms of
structure, the often perfect monodispersity of single-chain
proteins is a property currently out of reach for synthesis of
organic and inorganic colloidal particles. Interprotein interactions
also encompass richer and more interesting scenarios than are
usually encountered in atomic systems. In fact, since proteins
carry pH-dependent surface charges, their electrostatic interac-
tion can be easily tuned by modifying the solvent properties
(pH, ionic strength). Moreover, several proteins exhibit short-
range attractive interactions whose strength can be modulated
by simply varying the temperature.4 All of these features make
proteins an essential playground for understanding the equilib-
rium and nonequilibrium phase behavior of colloidal systems
in general. As a matter of fact, the reverse is also true, and
both colloidal and statistical physics are giving important
contributions to the understanding of protein behavior, especially
in phenomena like aggregation, phase transition, or dynamical
arrest. These are all phenomena that involve a large number of
proteins and for which atomistic approaches are clearly not
feasible.

In analyzing colloidal systems, a coarse-graining procedure,
which consists of integrating out a subset of the degrees of
freedom, is usually the first and unavoidable step. This procedure

is required to reduce the complexity of the interactions between
components (electrostatic, hydrophobic, steric, entropic, etc.)
to an effective potential.5,6 Once a suitable coarse-grained
interaction has been devised, one can use the tools of statistical
mechanics for simple liquids7 to study the system. In practice,
colloidal particles are treated as “big atoms”8,9 with specific
interaction potentials. In this way, insights have been obtained
in a variety of contexts, including colloids, colloid-polymers
systems, gels, glasses, and aggregation kinetics (for recent
reviews, see, for example, refs 5, 10, and 11). Moreover, this
approach has been successfully extended to protein solutions
and has proven to be extremely valuable also for these more
complicated systems.12,13

The colloidal models emerging from this interdisciplinary
research are also giving new insights into numerous questions
of biological and medical relevance. A broad and constantly
growing class of diseases, such as Alzheimer’s disease, sickle-
cell disease, and cataract disease, to name only a few, involve
protein association phenomena as an essential aspect. The basic
element common to all members of this class of molecular
condensation diseases14 is an attractive energy of interaction
between specific biologic molecules which produces condensa-
tion into dense, frequently insoluble mesoscopic phases. It
appears that it is the subtle interplay between interprotein
attraction and repulsion that leads to the condensed protein
phase. Among this class of diseases, cataract is particularly
important because it is the world’s leading cause of blindness,
and effective prevention or nonsurgical cure is still lacking.15

This disease is most often the consequence of an uncontrolled
aggregation (or phase separation) of the proteins in the eye lens
that results in a loss of its transparency.

The cells of mammalian eye lenses contain an aqueous
solution of highly concentrated lens-specific proteins and are
normally sufficiently transparent for vision. To understand the
origin of normal lens transparency, it is essential to recognize
that each of the proteins in the lens does not scatter light
independently of its neighbors. Instead, the scattering in the eye
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lens is reduced by the correlation in the position of pairs of
proteins.16 In a normal lens, the local fluctuations of the
concentration of proteins, on length scales comparable to the
light wavelength, are small.

One of the principal ways of disrupting the needed local
homogeneity in the eye lens is by the aggregation of lens
proteins into high-molecular-weight clusters that produce suf-
ficient fluctuations to enhance the turbidity and cause cataract.
The needed homogeneous packing of lens proteins has indeed
long been recognized to be fundamental for eye lens transpar-
ency and has been characterized at molecular length scales using
small-angle X-ray scattering.17 Many studies of this nature make
cold cataract an example of a protein condensation disease where
concepts from colloid science have already been successfully
applied.

The highly packed proteins in the eye lens fiber cells are
named “crystallins,” and the most common mammalian crys-
tallins belong to the R, �, and γ families. In this study, we have
focused on the R- and γ-crystallins. The former are globular,
polydisperse, multisubunit, 800 kDa proteins, whose interactions
can be described to a good approximation with a simple hard-
sphere colloid model.18 The γ-crystallins are monomeric, with
a molecular weight of about 21 kDa. The discovery of a
metastable liquid-liquid phase separation provided the evidence
for a short-range attraction between γ-crystallins, and the use
of the corresponding colloid model has led to a quantitative
description of the phase behavior.19–24

Crystallin aggregation and liquid-liquid phase separation can
both produce density inhomogeneities that are principal sources
of increased light scatter in cataract and therefore continue to
be major themes of lens protein research. Liquid-liquid phase
separation not only gives rise to the so-called cold cataract25

but also dramatically enhances light scattering at body temper-
ature, well above the critical point.22,26–28 The proximity of
liquid-liquid phase separation also substantially affects the
thermodynamic properties of lens protein mixtures28–31 and is
therefore an important aspect of understanding the driving forces
for chemical change in the lens cytoplasm, including protein
aggregation. The present work continues a process of extending
the initial work on liquid-liquid phase separation and related
properties of aqueous γ-crystallin solutions to successively more
realistic mixtures of eye lens crystallins.28,30–32

It is important to discuss the relationship of this work to
investigations of eye lens proteins that are most commonly
carried out at relatively dilute concentrations in comparison with
those studied here. For example, the recognition of chaperone
properties of the lens crystallins and numerous subsequent
biophysical, chemical, and genetic studies have considerably
enhanced our understanding of lens protein aggregation.33–35 In
both equilibrium and kinetic contexts, dilute and semidilute
solution investigations are critical for determining key structural
aspects of proteins, for identifying specific interactions between
proteins, and for quantifying their strength. More specifically,
it is clearly critical to determine the free energies and kinetics
of formation of prevalent complexes of lens proteins, including
their dependence on protein sequence, chemical modifications,
and solution conditions, and such investigation is most readily
carried out without the added complexities of highly concen-
trated mixtures.

However, at the same time, it has long been very clear that
the high crystallin concentrations in eye lens cells produce
emergent mixture properties, including phase transitions, that
are at present very difficult to predict solely from knowing dilute
solution properties. Therefore, both dilute and concentrated

solution investigations are essential and indeed complementary
for understanding the molecular driving forces that underly lens
protein aggregation, phase separation, and, ultimately, cataract.

In a previous paper,32 we showed that our experiments and
numerical simulations strongly support the hypothesis that there
is a weak attraction between γ-crystallins and R-crystallins and
that this attraction enhances the stability of mixtures of γ and
R with respect to phase separation at high concentrations,
concentrations comparable to those in the eye lens. As a result,
we obtained a coarse-grained model of this binary mixture. In
this paper, we discuss further details of the model. In particular,
we focus on the structural properties of the mixtures as obtained
from the simulations. Finally, we use thermodynamic perturba-
tion theory to describe the stability of the mixtures in the full
parameter space.

The paper is organized as follows. In section II, the SANS
experiments on a solution of crystallins are reported, and the
colloidal behavior of the mixtures is discussed qualitatively.
Section III is dedicated to the molecular dynamics simulations
performed and to the derivation of a coarse-grained model of
the proteins that is able to account for the experimental spectra.
The influence of the R-crystallin-γ-crystallin interaction on the
stability of their concentrated mixtures, as deduced from the
present coarse-grained model, is described, and possible origins
of these interactions are discussed. Finally, in section IV, a
statistical-thermodynamic perturbation theory for R-γ mixtures
is devised, guided by the validated, coarse-grained model
developed by comparison of molecular dynamics with experi-
ment. Due to its analytic nature, such a perturbation theory
considerably facilitates investigation and prediction of how
crystallin protein properties affect the chemical potentials, light
scattering, and phase separation crucial to understanding eye
lens cytoplasm.

II. Experiments

Small-angle scattering experiments were performed on solu-
tions of R- and γB-crystallins obtained by mixing different ratios
CR of a 230 mg/ml R-crystallin and a 260 mg/mL γB-crystallin
stock solution in 0.1 M sodium phosphate buffer in D2O at pH
7.1, with 20 mM dithiothreitol to inhibit protein oxidation and
oligomerization. We define CR as the relative volume of the R
solution according to

with V(i) denoting the volume of the protein solution of type i.
In the following, γB-crystallins will be simply denoted as γ.

The concentration of the γ-crystallin corresponds closely to
their critical concentration Cc, and all experiments were
performed at a temperature of 25 °C (10 °C above the critical
temperature Tc of the γ’s in the present buffer).

The SANS spectra of the pure R- and pure γ solutions
together with the binary CR ) 0.125, 0.25, and 0.5 mixtures
are plotted in Figure 1 and cover the q range of 0.002-3 nm-1.
The pure γ solution is already highly critical due to the proximity
of the critical point of the gamma solution. T is indeed just
above the critical temperature Tc

γ of the γ’s, and the density of
the solution is near to the critical one. Adding R-crystallins to
the γ solution first slightly increases the forward scattering (CR
) 0.125). The intensity at low q reaches a maximum for a
mixing ratio of CR ) 0.25, while the peak due to the hard-core
of the R-crystallins appears at qR

/ ≈ 2π/dR. Thus, a first estimate

C(R) )
V(R)

V(R) + V(γB)
(1)

ht
tp

://
do

c.
re

ro
.c

h

2



of the R’s diameter can be inferred from the experimental
spectra, and the dR ∼ 160 Å that we measure is consistent with
previous studies.18

For CR ) 0.5, the large-scale fluctuations are already highly
suppressed, and the pronounced structure factor peak of the
R-crystallins is found.

Qualitatively, as we have described, these measurements on
high-concentration mixtures show a combination of the key
features of hard-core repulsion and short-range attraction that
are relevant in the pure solutions. However, since quantitative
models of interactions between proteins within mixtures cannot
be inferred directly from the SANS experiments, especially for
the interaction between unlike components, the next section is
dedicated to building a quantitative, testable model for the
relevant lens protein interactions with the aid of computer
simulations.

III. Simulations and Model Validation

A. Model. The proteins are modeled as particles that have a
simple short-range interaction. Each protein is treated as an
additive hard sphere with square-well (SW) interaction. Con-
sequently, the interaction potential is defined as

with dij ) (di + dj)/2 and di as the diameter of the i species.
The parameters uij and λij, defining the energy scale and the
range of the interactions, respectively, are the key quantities of
our model and will be fixed using the experimental spectra.

The interaction potential defined by eq 2 clearly represents a
strong idealization of the true interaction between the proteins.
All of the internal degrees of freedom of the proteins and the
directionality of their interaction are ignored.

In principle, an atomistic model that takes into account the
internal structure of the two proteins could be studied by
simulations. This approach, however, would be limited by the
computational overhead to just a few proteins. Since we are

interested in capturing the experimental phenomenology in a
semiquantitative manner, which requires considering collective
properties on length scales much larger than the single proteins,
the atomistic simulation route is not feasible. An atomistic model
is also not an option since, while the structure of the γ-crystallins
is known, the same is not yet true for the structure of the R.36,37

A second advantage of our model is that it comprises a
minimal set of parameters necessary to account for the key phase
equilibrium and scattering properties observed to date in aqueous
solutions of pure R, pure γ, and their binary mixtures. Moreover,
each model parameter has a specific physical interpretation. The
SW potential, in particular, has already been successfully used
to model the phase behavior of γ-crystallins.23 The choice of
SW potential is certainly not unique, and other shapes of the
potential could also be considered. However, when the range
of a spherically symmetric model attraction is smaller than the
diameter of the particles, the phase diagram, liquid structure,
and dynamics of the system are scarcely dependent on the exact
shape of the potential, the second virial coefficient being the
relevant parameter for both statics and dynamics.38,39 Finally,
SW potentials permit fast simulations and simplify significantly
the calculations within the perturbative approach that will be
discussed in the last section.

B. Simulations. We performed standard molecular dynamics
(MD) simulations in a cubic box with periodic boundary
conditions for N ) 32000 particles (64000 for the pure γ case).
The algorithm follows the usual event-driven scheme for
particles interacting via stepwise potentials, in which the
trajectories of the different components are propagated from
one interaction to the next.40 For each state point, up to six initial
configurations were carefully equilibrated to the desired tem-
perature by coupling the system to a thermostat. Once the system
equilibrated, the production runs were performed by constant
energy simulations. The scattering intensities were then com-
puted from the configurations stored during these runs. To
improve the statistics, the results of different independent runs
were averaged, reducing significantly the error in the calculation
of the scattering intensities, especially at low q vectors. During
the production runs, the temperature and pressure were moni-
tored to check that no phase separation or crystallization was
occurring. In some cases, equilibration was not possible, the
system being intrinsically out of equilibrium (see the derivation
of the model, section III.C). This was an indication that a
spinodal line/surface had been crossed. In this case, the measured
scattering intensities were taken while the system was still
coupled to the thermostat.

1. Partial Structure Factors and Scattering Intensities.
Scattering techniques are one of the most important approaches to
study the properties of soft matter. Depending on the length scales
to be resolved and the contrast between suspended particles and
solvent, the scattering of neutrons, X-rays, or light is used.
Experiments performed in the infinite dilution limit, that is, at very
low concentration, give access to quantities directly related to the
size and shape of the suspended particles, while at higher
concentration, we can gain information about particle arrangements
and interactions. In the latter case, the relevant quantity is the static
structure factor S(q) that is defined as the equal time density-density
correlation and reads for homogeneous systems

where the sum runs over the N particles of the system and the
density variables in the q space are Fq(t) ) ∑i eiq ·ri(t). This quantity

Figure 1. Small-angle neutron scattering intensity I(q) versus wavevec-
tor magnitude q for high-concentration bovine γB- and R-crystallin
mixtures, showing evolution from pure γB to R. Mixing ratios CR of
a 230 mg/mL R-crystallin (CR ) 1) and a 260 mg/mL γ-crystallin stock
solution are shown as follows: pure R-crystallin, that is, CR ) 1 (dots),
0.5 (square), 0.25 (diamond), and 0.125 (triangle); pure γ-crystallins,
that is, CR ) 0 (triangle left).

Uij(x) ) {∞ if x < dij

-uij if dij < x < dij + λij

0 if x > dij + λij

(2)

S(q) ) 1
N

〈 ∑
i,j

eiq · (ri(t)-rj(t))〉 (3)
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is directly related by Fourier transform to the radial distribution
function g(r). By measuring first the form factor I0(q), the scattering
intensity of a dilute sample of N0 particles for which all correlations
between the particles have been minimized, S(q), can be easily
evaluated from the scattering intensity I(q) by computing the ratio41

For a mixture of different components, the scattering experi-
ments provide the total intensity scattered by the mixture,
without distinguishing the contributions of the different com-
ponents. In other words, the partial structure factors and the
related partial radial distribution functions cannot be measured
straightforwardly.

These quantities, however, can be directly accessed by
numerical simulations and integral equations calculations,42 and
they are related to the total scattered intensity measured in the
experiments. The scattered intensity versus the scattering vector
q for a mixture of m components can be expressed as41

in which fμ(q) denotes the form factor of particles of species μ
and Sμ, ν(q) is the partial static structure factor

For a the binary R-γ mixture, the scattering intensity reads

In this work, the total scattering intensity has been calculated
by eq 7 with the partial static structure factors Sμν(q) obtained
from the simulations and the form factors fμ(q) of the two species
measured experimentally.

The static structure factors Sμν were calculated by averaging
over several independent configurations and runs. To improve
the statistics, averages over 300 different wave vectors q of the
same modulus q were also performed. The experimental form
factors were fitted using indirect fourier transformation43 (IFT)
to get rid of the experimental noise at high q and Guinier fit to
have access to low q vectors.44 The results are shown in Figure
2. In order to account for the experimental smearing, we derived
a general resolution function resulting from the combined effect
of wavelength spread, finite collimation, and detector resolution45

(see Appendix A). The simulated scattering intensities were
convoluted using this resolution function before comparing them
with the SANS data.

C. Derivation of the Model. In this section, we shall
describe the steps that we have followed to derive the parameters
in the model introduced by eq 2. We will start by studying the
pure solution of the two proteins. In this way, we will derive
the parameters of the pure components, that is, the attractive
square-well depths (uRR and uγγ) and the ranges (λRR and λγγ).
The second more challenging step will be toward modeling the

binary mixtures. In this case, no prior studies were available;
the interactions between unlike components were unknown and
could not be inferred from the single-component behavior.

1. Pure Component Mixture. The experimental scattering
intensity I(q) as a function of the scattering vector q for the
R-pure case is shown in Figure 3. The main features are a low
forward scattering I(qf0) and a peak at around q ∼ 0.038 Å-1.
In agreement with previous studies,18,46 we assume the interac-
tions between R -crystallins as purely repulsive. In our model,
this means that we model them as hard spheres. If the
R-crystallin molecular weight is taken to be 8 × 105 g/mole
and it is taken to have a radius of 81.5 Å, consistent with our
observations, the volume occupied per unit weight of R-crys-
tallins is found to be 1.7 mL/g. This value is in agreement with
the partial occupied volume of bovine R-crystallin determined
in previous studies.53 We used it to determine the volume
fraction φR ) 0.39 corresponding to the pure 230 mg/mL stock
solution. By comparison of the SANS results and the MD
simulations, an effective diameter of dR ) 163 Å, compatible
with the values found in literature,18 is obtained.

I(q)
I0(q)

) N
N0

S(q) (4)

I(q) ) N ∑
μ,ν)1

m

fμ(q)fν(q)Sμν(q) (5)

Sμν(q) ) 1
N

〈 ∑
i)1

Nμ

∑
j)i

Nμ

eiq · (riμ(t)-rjν(t))〉 (6)

I(q)
N

) f R
2(q)SRR(q) + f γ

2(q)Sγγ(q) + 2fR(q)fγ(q)SRγ(q)

(7)

Figure 2. Concentration-normalized scattered intensities of diluted
R-crystallin (squares) and γ-crystallin (plus) solutions (4 and 8 mg/
mL) that were used as the experimental form factors. Also shown are
the IFT fits (solid lines).

Figure 3. Neutron scattering intensities for the concentrated, pure
R-crystallin solutions in the present buffer are well-modeled with use
of a hard-sphere potential in molecular dynamics simulations. SANS
intensities (dots) and MD results (line) for hard spheres at a packing
fraction of φR ) 0.39 are shown. The location of the peak q* ∼ 2π/dR
) 0.385 nm-1 is also drawn.
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A satisfactory agreement between the experimental and
simulated intensities I(q) is obtained as shown in Figure 3. In
terms of structure, the peak can be interpreted as the enhanced
correlations at the contact distance between the particles. The
location of the peak q* varies with the diameter as q* ∼ 2π/dR.
Even though the R-crystallins are globular proteins composed
of many subunits and the solution is expected to be slightly
polydisperse ( 15%),46 the assumption of monodispersity used
in this study is sufficient to recover the form of the experimental
R-R correlation peak at this intermediate density. The poly-
dispersity is expected to improve the agreement in the shape of
the contact peak, and it could be considered in future develop-
ments of the model.

Now, we turn our attention to the γ solution. Aqueous
solutions of γ-crystallins have attracted considerable interest
in the past years as model systems for the study of phase
transition and critical phenomena.19 These solutions become
turbid when cooled below a certain critical temperature which
depends on the experimental buffer. Strong density fluctuations
that occur near a critical point are responsible for a fluid-fluid
phase separation of the solution. More specifically, a coexistence
curve divides the density-temperature plane into a high-
temperature region, where a single homogeneous phase exists,
and a low-temperature one where two liquid phases of different
density are in equilibrium. Due to the different refractive index
between the phases at high and low concentrations, the solution
appears opaque. Previous experiments led to the determination
of the coexistence curve and critical point (φc, Tc) of the γ
solutions, demonstrating the presence of a second-order
liquid-liquid phase transition.19 While the exact location of the
coexistence curve depends on the solvent and on the particular
γ-crystallin being investigated, the solution properties have been
found to scale with the reduced density and the reduced
temperature (T - Tc)/Tc.19,20,26,27

The first parameter that we shall set is the range for the γ-γ
interaction. This is fixed to reproduce the critical density
obtained by the experiments. Square-well systems have been
intensively studied by means of Monte Carlo (MC) simulations,
and their coexistence curve has been computed for a large
spectrum of attraction ranges.47 In our case, a range λγγ ) 0.25dγ

produces the correct critical density. Indeed, MC simulations
with this value of the short-range attraction gave good agreement
with the experimental coexistence curve.23

In order to enhance the fluctuations, the experiments were
performed at 25 °C, close to Tc ) 15 °C, the critical temperature
of γ in the present buffer. The concentration of the γ-pure
solution used here is close to the critical one, that is, cc ) 260
mg/mL, and corresponds to a packing fraction of φγ ) φγ

c )
0.184, given a specific volume for the γ-crystallins of ν ) 0.71
cm3/g.30

We performed the numerical simulations at this packing
fraction using λγγ ) 0.25dγ for the square-well potential, with
dγ ) 36 Å, the effective sphere diameter that reproduces the
volume per molecule of the γ. Setting the energy parameter to
uγγ ) 1, in units of kB ) 1, leaves the temperature T as the
only free parameter. For T ) 0.7875, good agreement between
the experimental and numerical I(q) is found; see Figure 4. The
intensities show a strong forward scattering at large length scales
(low q vectors), which is a direct consequence of the strong
density fluctuations in the proximity of the critical point. Indeed,
the structure factor S(q) (proportional to I(q) at low q) is defined
as the density-density correlation function in Fourier space,
and the strong scattering is the result of long-wavelength density
fluctuations in the sample. These strong fluctuations are

particularly important for the physiological function of the eye
lens proteins, which is to ensure the eye lens transparency.
Benedek in his seminal paper Theory of Transparency of the
Eye demonstrated that the turbidity of the cataractous eye lens
is related to microscopic spatial fluctuations in its index of
refraction.16 In particular, the scattering of light is produced
primarily by those fluctuations whose Fourier components have
a wavelength equal or larger than half of the wavelength of
light in the medium. The low q regime relevant for eye lens
transparency is thus defined as q j 0.047 nm-1, and particular
care has been taken to reproduce the intensity in this region.

Not surprisingly, the agreement at high q values is less
satisfactory due essentially to the appearance of a nearest-
neighbor peak at q* ∼ 2π/dγ in the simulation data. Contrary
to the R-crystallins, γ has been crystallized, and its structure
has been resolved.36,37,48,49 It consists of two distinct domains
that form a slightly elongated ellipsoid. The discrepancy between
simulation and experiment at high q might arise from the
simplifying assumption of a spherical shape. In particular, the
contact peak for ellipsoidal particles would be less pronounced
due to the broadened distribution of the contact lengths.

Another essential feature of globular proteins that is not
considered in the present model and which may well affect the
high q scattering is the strong directionality of the interactions.
Proteins are characterized by patchy surfaces that are indeed
typically essential for their biological roles. This has motivated
the introduction of nonisotropic models of protein phase
behavior. Patchy, or aeolotopic, models that consider protein
directional interactions have been able to address phenomena
such as protein aggregation, crystallization, and self-assembly.50–52

In this work, however, we shall show that even if an isotropic
model of attraction represents a strong simplification, it is
certainly adequate for our purpose since it reproduces the key
features on the longer length scales of interest for transparency.
The introduction of anisotropy, both in shape and interactions,
might be an interesting refinement for further studies.

2. Binary r-γ Mixture. Inferring the microscopic interac-
tions between proteins from scattering experiments becomes
more complicated when dealing with systems composed of more
than one component. The factorization of the scattering intensity
I(q) into a one-particle property and a genuine statistical

Figure 4. Neutron scattering intensities for the concentrated, pure
γ-crystallin solutions in the present buffer can be approximated for
wavevector magnitudes below 1 nm-1, with use of a spherical square-
well potential in molecular dynamics simulations. SANS measurements
(dots) and results from molecular dynamics simulations (line) for
square-well particles (λγ ) 0.25dγ, uγγ ) 1, T ) 0.7875) at a packing
fraction of φγ ) 0.18 are shown.

ht
tp

://
do

c.
re

ro
.c

h

5



mechanical quantity (see eq 4), like the structure factor S(q), is
no longer possible. As expressed by eq 7, the measured intensity
is a result of a combination of the form factors and partial
structure factors Sμ,ν(q) of each component. The latter cannot
be isolated by simply knowing I(q). The MD simulations now
become essential in the present context for understanding the
microscopic interactions between the components that lead to
the observed experimental scattering intensities of the mixtures.

Among the three different mixing ratios (CR ) 0.5, 0.25, and
0.125), CR ) 0.5 closely resembles the natural R-γ-crystallin
concentration found in the eye lens nucleus.53 Therefore, the
model parameters for the mixtures are derived on this sample
and then tested and confirmed also for the remaining mixing
ratios. The temperature Tj at which the simulations on the
mixtures are performed is fixed by the pure γ case. The
remaining free parameter is the interaction between unlike
proteins uRγ that will turn out to be essential for understanding
the stability of the binary mixture.

Since no previous studies of the present type for the
interaction between the two crystallin proteins are available,
we start with the assumption of a purely repulsive additive hard-
sphere interaction between the two components, that is, uRγ )
0. The striking disagreement between the forward scattering of
the numerical results and the experimental data for CR ) 0.5 is
evident in Figure 5. The experimental I(q) resembles closely
the pure R case with a peak at intermediate q range and a highly
suppressed forward scattering (Figure 1). Considering hard-
sphere repulsion among the two species only results in an
enormous increase of the scattering intensity at low q, which
can be understood as an enhancement of the unstable region of
the mixture. Indeed, we were not able to properly equilibrate
the mixture during molecular dynamics simulations. The system
began to phase separate, forming large domains of R-crystallin-
rich and γ-crystallin-rich regions, as clearly indicated from the
snapshots presented later. In the real system, these effects usually
start to emerge in R-γ mixtures at temperatures above the γ
critical temperature that are somewhat lower than those inves-
tigated here.28 As a consequence of the high forward scattering,
the transparency of the mixture would be lost, in contrast with
the visual appearance of the sample and the SANS data, which

indicate that under the present conditions, fluctuations at low q
are highly suppressed.

It is clear that some element that stabilizes the mixtures has
not been considered in this first model. Consequently, we
speculate that a mutual attraction between unlike proteins might
be present to circumvent these long-wavelength fluctuations and
to stabilize the mixtures. We assume this attraction to have the
same range as the one used for the attraction between γ-crys-
tallins (λRγ ) λγγ ) 0.25dγ).

To pin down an effective well depth for this mutual attraction,
we performed several simulations varying uRγ from the hard-
sphere limit up to 2. The stability of the binary mixtures appears
to depend on uRγ in an extremely sensitive and nonmonotonic
way. To illustrate this point, we plot in Figure 6 the scattering
intensity for a q vector in the region relevant for transparency
(q* ) 0.0467 nm-1) as a function of the R-γ attraction for CR
) 0.5. The system can be equilibrated for 0.5 < uRγ < 1, and a
low forward scattering, compatible with the experiments, is
obtained for these values of uRγ. Outside of this interval, the
simulations show a clear sign of phase separation, which
indicates the crossing of an unstable region. The strong
fluctuations at low q that take place when an instability boundary
is reached are responsible for the enhancement of I(q*). The
origin of these fluctuations and the nature of the phase separation
will be investigated in the next sections. We found that an
interspecies attraction of half of uγγ (uRγ ) 0.55uγγ) is sufficient
to account for the SANS measurements and accurately repro-
duces the scattering intensities at low q. The parameters of our
model of the R-γ mixtures are summarized in Table 1. For
this choice, a simulated scattering intensity in good agreement
with the experiments is obtained for CR ) 0.5; see Figure 5.

Figure 5. Attraction between R- and γ-crystallins is essential for
modeling neutron scattering intensities of their high-concentration
mixtures.32 SANS intensities for the CR ) 0.5 mixture (dots) and results
from molecular dynamics simulations at Tj ) 0.7875 are shown for
three different values of the interspecies interaction (uRγ ) 0, uRγ )
0.55, and uRγ ) 2 denoted by the dashed, the full, and the dotted line,
respectively).

Figure 6. A narrow range of the attraction strength between R- and
γ-crystallins is compatible with avoiding high-concentration phase
separation instability. Dots show calculated scattering intensities for
q* ) 0.0467 nm-1 from analysis of molecular dynamics simulations
versus the R-γ attraction square-well depth uRγ for the CR ) 0.5
mixture (see text). The attraction range in which the mixture remains
stable against phase separation and can be equilibrated is also drawn.
The dark point indicates the value of uRγ that we used to model the
R-γ mixture, and the dashed line represents the experimental I(q*).

TABLE 1: Parameters of the Square-Well Potential Used
for Modeling the r-γ Mixturesa

dγ 1.0 λγ 0.25 dγ uγγ 1.0
dR 4.53 λR 0.0 uRR 0.0
dRγ 2.765 λRγ 0.25 dγ uRγ 0.55

a The diameters d and ranges of the interaction λ are given in
units of dγ ) 36 Å, and the depth of the potential u is in units of kB

) 1. The temperature of the simulations was set to T* ) 0.7875.
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Use of this attraction leads to a good description of the
experimental I(q) also for the remaining mixing ratios (CR )
0.25 and 0.125), as reported in Figure 7. The agreement for
moderate q vectors is less satisfactory. As for the pure mixtures
case, this could be due to both polydispersity and anisotropy.
In the q region relevant for transparency, however, our simplified
model gives a good account of the experimental results.

We have shown that this mutual attraction improves drasti-
cally the agreement with the experimental results. Its origin,
however, remains unclear. In general, the exact origin of short-
range attraction in globular protein systems including γ-crys-
tallins and lysozyme54 is still a challenging and open question.
Three-dimensional protein structures often display large exposed
hydrophobic regions, which are likely to play a prominent role
in the interparticle interactions.4,55 Beside hydrophobicity, which
is still far from being understood and whose contribution is
difficult to evaluate, electrostatics might be important.2 At pH
) 7, where the experiments have been performed, R- and
γ-crystallins are oppositely charged. More specifically, R-crys-
tallins are expected to carry ZR ) -180 electronic charges per
molecule at the experimental pH,56 while for γ-crystallins, Zγ

is close to +2e.57 This suggests that electrostatic interactions
could be considered as one possible origin of the mutual
interaction that we have introduced in the model to reproduce
the experimental data.

To investigate this possibility further, if we treat the proteins
as charged colloids, we can use a pairwise screened Coulomb
potential as an interaction model, where the range of the
electrostatic interactions is characterized by the Debye screening
length κ-1.58,59 This approach has often been used in the study
of protein solutions.59–61 In order to estimate the electrostatic
contribution to the expected R-γ attraction, we evaluated this
pairwise screened Coulomb potential with the experimental
screening length κ-1 ∼ 6 Å and compared it with the square-
well potential that we used for the simulations. We found that
the screened Coulomb potential, evaluated in this fashion, could
not account for the magnitude of the interaction derived from
the simulations; in order to recover the same second virial
coefficient, a ZR of -450e would have been needed.

However, it should be noted that the approach just described
is simply a start toward investigating the electrostatic contribu-
tion to R-γ interactions, as it is based on the hypothesis of a
uniform charge distribution on the surface of a sphere and is
also based on the use of dilute solution approximations to the
nature of electrolyte solutions long recognized to give inaccurate
thermodynamic predictions at higher electrolyte concentrations
unless they are modified considerably.58,62–64 For proteins,
charged groups are far from being uniformly distributed on the
surface but rather are grouped in patches that form a complex
mosaic. Neighboring proteins will rotate due to interactions
between these patches and can also exchange protons with the
solvent, and by both mechanisms, they spend more time in
configurations that have lower potential energy. How readily
these adjustments occur will depend on the nature of the
patchiness, on the Debye length, on the temperature, and on
the ease of charge regulation, that is, the ease with which local
proton occupancy and thus protein surface charge can vary at
a given pH. Thus, the rotationally averaged electrostatic screened
potential would tend to underestimate the attractions. In order
to investigate the origin of the attraction and how it might be
influenced by electrostatics, one should therefore consider
anisotropic interprotein potentials,50,51 as well as charge
regulation.61,65

The ability of the γ-crystallins to fit into spaces between R
subunits, which are about the same size as the γ’s, could also
lower the potential. In this context, taking into account the
multisubunit character of the R or introducing some negative
additivity (2dRγ < dR + dγ) could also be interesting refinements
of the model. Clearly, these are all speculations, and the
quantitative molecular origins of the mutual attraction remain
unknown and are worthy of further experimental and theoretical
investigation.

Before moving to the description of the structural properties,
we want to stress that the intrinsic anisotropic nature of the
interactions does not significantly affect our results at low q,
where the fluctuations that disrupt eye lens transparency occur.
Indeed, in this region, we can obtain a satisfactory agreement
with the experiments by the simple isotropic potential defined
by eq 2. For q vectors around the R peak, angular-dependent
interactions might be considered to improve the results.
Moreover, the intrinsic polydispersity of R-crystallins, which
has to play a role in the properties of the pure R solution at
higher packing, might also sensibly broaden the peak according
to intuitive arguments similar to those given above in the case
of the possible influence of the ellipsoidal shape of the
γ-crystallins.

3. Structural Properties. One of the benefits of computer
simulations for the study of binary mixtures is that the partial
structure factors and partial radial distribution functions can be

Figure 7. The neutron scattering intensities for the CR ) 0.25 (top)
and 0.125 (bottom) mixtures are compatible with the R-γ square-well
depth determined by comparison of MD simulations with the CR )
0.5 SANS measurements. SANS measurements are represented by dots
and results from molecular dynamics simulations by full lines. The
parameters of the simulated model are presented in Table 1.
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predicted. The partial structure factors quantify Fourier-
transformed spatial arrangements of the individual protein
components in the solution, with respect to each pair of species.
Partial structure factor predictions both augment small-angle
neutron scattering data and help the design of experiments that
use selective species labeling or contrast variation to enable
measurement of the partial structure factors.

Since our model has been validated by comparison with the
experiments, the structural properties obtained from the simula-
tions can now give important predictions about the crystallin-
species-specific spatial organization of the real system. In Figure
8, we reproduce the three partial structure factors obtained for
the choice of parameters used to model the R-γ mixture (Table
1). From the structure factors, it is evident that an increase of
the γ-crystallin concentration fluctuations at large scale, indi-
cated by the enhancement of Sγγ(q) at low q, is responsible for
the mixture high criticality not only in the pure γ case but also
for the binary mixtures. Compared to the monodisperse γ
solution, the presence of the larger R’s enhances the criticality
of the γ-crystallin fluctuations. As observed for the experimental
I(q), the dependence of the critical behavior on the relative
composition of R- and γ-crystallins is not monotonic. Indeed,
for CR ) 0.25, Sγγ(q) presents the strongest enhancement of
large length scale fluctuations. This nonmonotonic dependence
of criticality on γ-R composition is consistent with the
nonmonotonic dependence of cloud temperature on R-γ
composition found previously.28

SRR(q) also shows enhancement of large length scale fluctua-
tions when increasing the amount of γ-crystallins in the solution,
but in a less dramatic way. We also calculated the partial
structure factors for other values of the mutual attraction. Outside
of the narrow interval of attraction strength shown in Figure 6,
all of the structure factors present a strong increase at low q
that is ultimately responsible for the strong forward scattering
in the I(q) spectra. This is illustrated in Figure 5 for the case of
weak (uRγ ) 0) and strong attraction (uRγ ) 2).

If we could experimentally modify the R-γ attraction without
concomitantly changing other key interactions, the transparency
of the sample in these high and low regimes would be lost. We
anticipate that the nature of long-wavelength fluctuations is
different in the two extreme cases of primarily compositional
and primarily protein density phase separation, as will be
apparent later by visual inspection of the simulation box.

The structure in real space can give better insight into the
local composition of the solutions, in particular, for the spatial
distribution of each species with respect to the other. For this
reason, the partial radial distribution functions (RDF) for the
different CR are presented in Figure 9. For the RDF of
R-crystallins, the pure case exhibits the usual oscillations of a
dense hard-sphere system; the spatial arrangement of the
components alternates between regions of enhanced and reduced
probability of finding a particle at a certain distance r from
another, compared to that for a uniform distribution.

The range of the spatial correlation between R’s increases
when γ’s are added to the solution, as shown by the longer
decay of the initial peak in gRR(r). This more collective behavior
is a clear sign that the mixtures are becoming closer to criticality.
For the case CR ) 0.5, however, the scattering intensity does
not show such a long decay, indicating strong fluctuations yet.
This is due to the glue effect of the small attractive proteins
that form complexes with the large ones, as indicated by the
cartoon in Figure 9, and, therefore, prevent demixing. This effect
appears more clearly when increasing uRγ up to the limit of the
stability region (see inset of Figure 9); the R-R contact peak

is suppressed, while there is a strong enhancement of R-γ-R
configurations, as depicted in the cartoon of Figure 9.

A similar effect has been observed recently66 in asymmetric
binary Yukawa fluids, where a weak attraction between small
and big components leads to the formation of a shell of small
particles around the large particles, which weakens the effective
attraction between the large components and, thus, decreases
the critical temperature of the mixture.

For the γ-crystallin RDFs, the attractive wells give rise to a
pronounced enhancement of the probability of finding proteins
close to each other; the proteins are likely to stay closer than

Figure 8. Predicted partial structure factors obtained from the MD
simulations of the various CR mixtures; (top) SRR; (center) Sγγ; (bottom)
SRγ.
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the outer range of their attractive well. Moreover, the contact
value of gγγ(r) grows with increasing R’s due to the confinement
of the small crystallins in the presence of the bigger R’s. The
structural arrangements of the proteins that contribute to the
different peaks are also represented by cartoons in Figure 9.
Arrangements of two, three, and four small particles become
more probable with increasing concentration of the large
component.

In particular, for the interspecies gRγ(r) RDFs, there is a
sensible increase in the coordination for the case of CR ) 0.5
with respect to the other more critical solutions. This enforces
the idea that the small proteins act as glue between the large
ones and thereby inhibit demixing. With too much R-γ
attraction, however, larger R-γ complexes become too stable,
and strong density fluctuations start to dominate. In summary,
a fine balance of the mutual attraction stabilizes the system
against the two pathological situations.

4. Mixture Stability Tuning the r-γ Attraction. To study
the nature of the different instabilities, a visual inspection of
the simulation box can be of great help. In Figure 10, snapshots
taken from simulations of the CR ) 0.5 mixture with different
values of the mutual attraction are presented. Since the full
simulation box is extremely crowded, we present only slabs of
thickness equal to the diameter of the large particles. For strong
and weak uRγ attraction, the system is out of equilibrium (see
Figure 6) and the configurations were taken while the system
was still coupled to a thermostat, at the end of a long MD run.

For weak attractions, the snapshots reveal the coexistence of
two different phases, one composed essentially of the smallest
proteins and another where mainly the R are present; this is a
demixing transition. Introducing an attraction between unlike
proteins first counterbalances and efficiently suppresses segrega-

Figure 9. Partial radial distribution functions from MD simulations
of concentrated R-γ-crystallin mixtures, showing neighboring protein
distributions by type as a function of mixing ratio, CR; (top) gRR(r);
(center) gγγ(r); (bottom) gRγ(r). Key structural arrangements of the
proteins that contribute to different peaks are also depicted (see text).
The gRR(r) of the CR ) 0.5 mixture for uRγ ) 0.55 (line) and 0.9 (dark
diamonds) are compared in the inset of the top panel.

Figure 10. Molecular dynamics snapshots showing the progression
from segregation of R-crystallin and γ-crystallin by type (uRγ ) 0, upper
left), through one phase, stable mixing (uRγ ) 0.55, second down on
left), to separation of a dense phase of both proteins (uRγ ) 2.0, lower
right). Simulations performed at Tj ) 0.7875.ht
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tion of the two proteins into large domains. A homogeneous
and stable mixture is obtained for intermediate values of the
mutual attraction. As discussed before, if the attraction is further
increased, the mixture becomes again unstable. Contrary to the
weak attraction regime, where concentration fluctuations seemed
to dominate, the density inhomogeneities are now responsible
for the instability. This is evident in the snapshots for strong
attractions where large regions of high and low density
dominate. Thus, upon increasing the uRγ parameter, one passes
from a demixed state where R-rich and γ-rich phases coexist,
to a stable one-phase region, to another demixed state where a
solvent-rich phase coexists with a higher density, protein-rich
phase.

Transparency of concentrated R-γ-crystallin mixtures is then
maintained by introducing a weak, short-range attraction
between R- and γ-crystallins, which considerably decreases the
critical fluctuations due both to the attraction between γ-crys-
tallins and the tendency of highly asymmetric mixtures to demix.
As discussed before, an increase or a decrease in the short-
range attraction between unlike crystallins could have pathologi-
cal effects on the lens transparency.

In this context, it is interesting to note that the existence of
a mutual noncovalent attraction between R- and γ-crystallins
has been recently demonstrated by microequilibrium dialysis
experiments performed at low concentrations.67,68 Moreover,
those authors found that this noncovalent attraction seems to
decrease with aging of the lens. The present work confirms the
existence of R-γ attraction at high densities typical of the eye
lens and demonstrates molecular mechanisms by which either
loss or gain of R-γ attraction could lead to phase separation
and opacity in cataract disease. The former possibility is
intriguing in light of the finding that R-γ attraction seems to
decrease with aging. The present findings also suggest that it
would now be of great interest to measure the strength of γ-R
attraction in cases of known cataractogenic mutations that affect
the sequence of either γ- or R-crystallin.

The derivation of a colloidal model of R-γ lens protein
solutions, compatible with the available experimental data, opens
up the possibility of performing a thermodynamic analysis of
the stability of such mixtures in the full parameter space where
experiments and simulations have not been performed. This is
what we will discuss in the remaining part of the article.

IV. Stability of Binary Mixtures from Perturbation
Theory

Moving from one-component to binary mixtures enriches
considerably the variety of possible phase behaviors. In addition
to the liquid-vapor transition, the system can also exhibit
demixing, and the resulting phase diagram is determined by the
interplay between this two processes.69 The application of
reliable liquid-state methods to determine the phase diagram
of a general binary mixture is certainly more involved than the
simple van der Waals analysis, and the number of free
parameters is definitely larger. In order to deal with a tractable
number of system parameters, the binary symmetric mixture
has been considered during the past years. Important results have
been obtained for these particular mixtures from the self-
consistent Ornstein-Zernike (SCOZA) approximation and the
Hierarchical Reference Theory (HRT) for Yukawa fluid.69,70

However, the drawback of these methods is certainly their
difficult generalization to more sophisticated mixtures.

In colloidal systems, important results have been also obtained
by thermodynamic perturbation theory. Applying this theory to
monodisperse short-range fluids, Gast, Hall, and Russel were

able to describe the phase diagram of colloidal particles
interacting by depletion interactions.71 More recently, thermo-
dynamic perturbation theory was used to understand the
interplay between phase coexistence and the glass line.38 If the
perturbative approach is known to give quantitatively imprecise
results near phase boundaries and near criticality, the method
can be, in principle, applied to very general mixtures for which
the convergence of integral-equation-based methods is still out
of reach. Perturbation theory is thus well-suited to study the
stability of the modeled asymmetric crystallin mixtures.

A. Perturbation Theory. We adopted the thermodynamic
perturbative approach7,72 to study the thermodynamic stability
of the binary mixture. The idea consists of deriving the equation
of state of the interacting system by treating the attractive
potential uij(r) as a perturbation of the hard-sphere potential uij

0(r).
This leads to an expression for the Helmholtz free energy F in
terms of the averages of �uij(r) and its powers taken over the
unperturbed binary hard-sphere fluid ensemble. This reads for
the first-order case

where F0 and gij
0(r) are the free energy and the partial radial

distribution function of the unperturbed system. A binary
mixture of spherical particles of radii d1 and d2 is unequivocally
defined by giving the number of particles of each kind, Ni (i )
1, 2) and the volume V occupied by the system. The overall
number density is then defined by F ) (N1 + N2)/V and the
mole fraction, which gives the relative concentration of the two
species, by x ) N1/N.

We used the Boublik-Mansoori-Carnahan-Starling-Leland
(BMCSL) equation of state for the free energy of the binary
hard-sphere reference mixture F0,73–75 and the partial radial
distribution gij

0(r) functions were computed by solving the
Ornstein-Zernike equations with the partial direct correlation
functions cij(r) of the binary mixture obtained by Lebowitz
within the Percus-Yevick (PY) approximation.76 In order to
correct the shortcomings of the PY hard-sphere distribution
functions (the values at contact gij

0(dij) and the slopes gij
0′(dij)

areboth toosmall inmagnitude),weused theGrundke-Henderson
procedure, a generalization to mixtures of the Verlet-Weis
modifications.77,78 Details of the calculation of the gij

0(r)’s are
presented in the Appendix (see Appendix B).

The first-order term (eq 8) is evaluated exactly. Approxima-
tions for the second- and higher order terms have also been
proposed.72,79,80 For one-component systems, this perturbative
approach gives qualitatively good results even if, for short ranges
of the attraction, it overestimates the liquid-vapor critical
temperature Tc and the critical number density Fc. Taking into
account the second-order correction gives slight improvements
in (Fc, Tc) with respect to MC simulation results, but a
quantitative discrepancy remains.47 Thus, the general stability
picture of the binary mixture is expected not to depend on the
approximations used, and a first-order approximation is certainly
sufficient for the purpose of the present study.

B. Stability Criteria. The condition of thermodynamic
stability of the binary mixtures is obtained by considering the
Helmholtz free energy F and its minima. It is convenient to
scale F and the other extensive variables, V and Ni (i ) 1, 2),
by the total number of particles N ) N1 + N2. The reduced free
energy f is then a function of the volume per particle V ) F-1

and the mole fraction x, as in eq 8. The conditions of equilibrium
and stability will be derived in terms of these scaled quantities.

F - F0

NkBT
) 1

2
F� ∑

i,j)1

2

xixj ∫ uij(r)gij
0(r)dr + O(�2) (8)
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For equilibrium at a point on the f-x-V surface, at a given
temperature, it is necessary that the tangent plane lies below
the surface at that point. In other words, any fluctuation in mole
fraction or volume per particle from an equilibrium state should
not lead the system out of this equilibrium. This condition of
local stability of an equilibrium state is fulfilled if the second-
order differential of the thermodynamic potential (the Helmholtz
free energy f for the choice of the V and x variables) at constant
T is a positive definite quadratic form at that state

This condition of stability might be rewritten introducing [f],
the stiffness matrix81 of the Helmholtz free energy f

where fμν ≡ (1/2)[(∂2f)/(∂μ∂ν)]T and fμμ ≡ (1/2)[(∂2f)/(∂μ2)]T,ν

(μ, ν ) V, x). Such a quadratic form is most conveniently
discussed by reduction to the diagonal form

This is achieved by a nonunique singular linear transformation
of the variables which, thus, gives a different set of diagonal
elements λμ. Usually, an orthogonal transformation is used for
the diagonalization of a quadratic form, but the eigenvalues
obtained in this way are not as directly related to physical
quantities. Thus, it is preferable to consider a different,
nonorthogonal transformation which allows one to relate the
eigenvalues of the quadratic form to physical meaningful
quantities.81,82

Factorizing with respect to fxx and completing the square in
eq 9 yields

where

The conditions for a system to be thermodynamically stable
(or metastable) can thus be written either

or

when computing the factorization with respect to fVV.
The second-order derivatives of a scaled thermodynamic

potential with respect to a scaled extensive variable must be
positive for a system to be stable. Moreover, even if the
transformations considered take place at constant mole fraction
and volume per particle, it is possible to consider slightly
different thermodynamic potentials and express the stability
criteria in terms of their derivatives, in which all variables held
constant are intensive variables.82 Indeed, instead of the Helm-
holtz free energy, one might consider the Gibbs free energy g
or the quantity f ′ ≡ f - x(μ2 - μ1) (with μi as the chemical
potentiel of species i) and express the condition of stability in
terms of the partial derivatives of these potentials

The stability criteria previously derived require these two
quantities to be positive. An interesting point is that the
derivatives in which all variables held constant are intensive,
and which are usually named primary stability indicators, are
always less than or equal to corresponding derivatives with some
extensive variables held constant (secondary indicators). In one-
component systems, the inverse of the isothermal compressibility
�T
-1 ≡ (∂2f/∂V2)T is a primary indicator and vanishes as the

instability is reached. This instability, called mechanical instabil-
ity, occurs when density fluctuations become infinite in the
system and allows the nucleation of low and high density phases
that then coexist. This instability is responsible for the usual
liquid-vapor phase transition encoutered in one-component
systems.

In binary mixtures, the system might become mechanically
instable without the inverse of the corresponding compressibility
�T, x
-1 ≡ (∂2f/∂V2)T,x vanishing since it follows that all that is

required is, instead, that �T,μ2-μ1
-1 ≡ (∂2f ′/∂V2)T,μ2-μ1

goes to zero.
In other words, it should be remembered that the isothermal
compressibility, the mechanical stability indicator in a one-
component mixture, is no longer a unique quantity in binary
mixtures. Besides mechanical instability, strong concentration
fluctuations can lead to demixing, that is, a separation of the
system into phases of different concentrations. In this case, (∂2f/
∂x2)T,V is a material stability indicator that diverges as the
instability boundary is reached, and the corresponding primary
stability indicator is provided by (∂2g/∂x2)T,P. Except in special
cases, both mechanical and material instabilities will, in general,
appear simultaneously.

C. Results. The experimental work provided a first picture
of the large-scale fluctuations in this binary system. We want
now to study the loci where these fluctuations become un-

δf 2 ) 1
2[( ∂

2f

∂V2)
T,x

δV2 + 2( ∂
2f

∂V∂x)
T
δVδx + ( ∂

2f

∂x2)
T,V

δx2] > 0

(9)

δf 2 ) fVVδV
2 + 2fVxδVδx + fxxδx2

) (δVδx)(fVV fVx

fVx fxx
)(δV

δx ) > 0
(10)

δf 2 ) 1
2 ∑

k)1

2

λkδ	k
2 (11)

δf 2 ) (f VV -
f Vx

2

fxx
)δV2 + fxx(δx +

fVx

fxx
)2

) (fVV -
f Vx

2

fxx
)δ	2

2 + fxxδ	1
2

(12)

δ	1 ) (δx +
fVx

fxx
δV)

δ	2 ) δV
(13)

fxx > 0 and fVV -
f Vx

2

fxx
> 0 (14)

fVV > 0 and fxx -
f Vx

2

fVV
> 0 (15)

(∂2f ′
∂V2 )

T,μ2-μ1

) ( ∂
2f

∂V2)
T,x

- ( ∂
2f

∂V∂x)
T( ∂

2f

∂x2)
T,V

-1

≡ fVV -
f Vx

2

fxx

(∂2g

∂x2)
T,P

) ( ∂
2f

∂x2)
T,V

- ( ∂
2f

∂V∂x)
T( ∂

2f

∂V2)
T,x

-1

≡ fxx -
f Vx

2

fVV

(16)
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bounded, that is, the spinodal surface, by the perturbative model
introduce by eq 8. The instability or spinodal surface indicates
the temperature T* below which the binary mixture cannot exist
as a homogeneous phase. Indeed, upon crossing the spinodal,
it is thermodynamically more favorable for the system to split
in two or more coexisting phases. The spinodal surface provides
an indication of the coexistence surface (the binodal) since the
latter will be located at slightly higher temperature, except for
critical lines, where the binodal and spinodal merge.

The scattering intensities can be used as a qualitative estimate
of the distance to the unstable region of the binary mixture; the
pure γ solution is already highly critical, being just above the
critical point. With addition of R’s, keeping the temperature
constant, the scattering intensity increases first (CR ) 0.12, 0.25),
but then, fluctuations are suppressed by further addition of R’s
(see Figure 1). Quite consistent with previous findings,28 these
data suggest that, upon increasing the R concentration, the
system first get closer to the instability boundary and subse-
quently moves away from it. From the simulations, it appears,
however, that this behavior depends strongly on the value of
the mutual attraction (see Figure 6). It is important to test
whether our perturbative scheme can reproduce this behavior.
If this is achieved, we will be able to study the stability of the
system in the whole parameter space, something that cannot be
achieved by experiments and MD simulations.

1. 3D Spinodal Surface. We shall present our results in the
(φR-φγ-T) space, where φR and φγ are the partial packing
fractions defined as φμ ) (π/6)dμ

3Fx (μ ) R, γ). This is the best
way to represent graphically the spinodal surface due to the
strong size asymmetry of the mixture that we are studying. In
Figure 11, we present the spinodal surfaces of three different
mixtures, corresponding to three values of the uRγ attraction,
uRγ ) 0, 1, and 2. In order to compute the instability surface
according to eq 9, we computed the derivatives of the Helmholtz

free energy by finite differences up to seven points. To better
visualize the shape of the spinodal surfaces, in Figure 12, we
report several cuts at constant φR of the full diagram (Figure
11).

Before the binary mixtures, we first consider the spinodal of
the pure γ mixture, that is, a mixture of square-well particles
with a range of λγγ ) 0.25dγ. This is represented by dots in
Figure 11. In this one-component limit, the condition of stability
simplifies to (∂2f/∂V2)T > 0. The coexistence curve is also
determined (Figure 12, first panel). We find a critical packing
fraction of φγ

cPT ) 0.236 and Tγ
cPT ) 0.895, values that are in

agreement with previous studies.47,83 Indeed, it has been shown
that perturbation theory slightly overestimates Tc and the
corresponding critical density.

As expected, by gradually increasing φR, the spinodal surface
always develops starting from the pure γ spinodal curve (φR )
0). As we shall see, the shape of the spinodal will depend
strongly on the value of the mutual attraction between unlike
species. The peculiarity of the spinodal for the purely repulsive
(uRγ ) 0) mixture, presented in Figure 11, is the strong
enhancement of T* upon increasing, even only slightly, φR.
When this happens, the stability boundary moves to higher
temperatures. In particular, it appears clearly from the 2D cuts
presented in Figure 12 that the destabilization is much more
pronounced at high φγ. This seems to support the idea that, for
the repulsive case, the instability is caused by the depletion
interaction that was first encountered in asymmetric hard-sphere
mixtures with size ratios larger than 1:5.6,84 Depletion is an
effective attraction of purely entropic origin between the larger
components in binary mixtures with a strong size asymmetry.
In particular, the strength of the attraction increases with the
density of the small components and can even induce demixing
between the two species. Indeed, we observed this kind of
demixing in the MD simulations for this value of the interaction
(see Figure 10).

Following the same line of reasoning as that for the MD
simulations, we introduced an interspecies attraction uRγ to
stabilize the mixture. The spinodal of a mixture with uRγ ) 1 is
represented in Figure 11. This value of the attraction was found
to be the one that most lowered the location of the stability
boundary. The mixture remains stable at temperatures equivalent
to the ones found for the pure γ mixture. The behavior of the

Figure 11. Attraction between R and γ lens crystallins affects the
thermodynamic stability of their concentrated mixtures in a nonmono-
tonic fashion. The red spinodal surface shows the very highly elevated
spinodal for hard-sphere interactions between R and γ, while the black
and blue surfaces show, respectively, the suppressed and then re-
elevated surfaces for square-well depths of 1 and 2. The spinodal of
the pure γ mixture is also drawn (open dots). The lines on the bottom
of the figure indicate φR values for the 2D cuts of the stability boundary
surface presented in Figure 12. The dark squares correspond to the
mixing ratios CR of the mixtures on which the SANS experiments were
performed.

Figure 12. 2D cut at constant φR of the instability surfaces for different
values of the interaction uRγ ) 0, 1, and 2. The values of φR are indicated
in each panel. The upper left panel shows the coexistence curve of the
one-component γ mixture (dots) and the spinodal lines of the three
mixtures are superimposed.
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spinodal appears to be quite independent of the concentration
of the larger components (see Figure 12). Thus, the attraction
efficiently counterbalances the depletion attraction between the
large components, and the consequent demixing is reduced.

Upon further increasing the attraction, the spinodal surface
moves again to higher temperatures but in a different way than
that for the hard-sphere case. The occurrence of a very localized
maximum at intermediate values of φR and φγ is observed in
Figure 11 for the instability surface of a mixture with uRγ ) 2.
Interestingly, the mixture is also more critical than the previous
two at low φγ, while no enhancement of the instability at high
φγ is found (Figure 12). This is not surprising since a strong
interspecies attraction induces mechanical instability. In this
case, the system tends to split into regions of very different
density, similar to what is observed for the one-component
attractive case. At low density, this tendency will be promoted
due to the free space available, while at high density, the mixture
is already highly packed, and no additional effect will be
observed.

2. Spinodals on the Experimental Plane. The SANS experi-
ments have been performed by mixing different amounts of a
pure R solution (φR ) 0.391) and a pure γ solution (φγ ) 0.183).
The different mixing ratios CR ) 0, 0.125, 0.25, 0.5, and 1 are
thus distributed along a line on the φR-φγ plane. In order to
test the validity of our method, we investigate the instability
with more attention to this cut of the parameter space represented
by a plane in Figure 11. As already discussed, perturbation
theory tends to overestimate the location of the critical point.

Then, to be consistent with the fact that the experiments took
place near the pure γ critical point, we consider the pure γ
solution to be at φγ

cPT ) 0.236, that is, the critical packing fraction
as obtained from the theory, instead of φγ. In this way, we are
sure that the perturbation model for the pure γ solution is indeed
at the critical density.

The instability boundaries on this particular cut of the
parameter space are presented in Figure 13 for different values
of the uRγ attraction. A specific trend emerges. With no or low
interspecies attraction, the spinodal lines move quickly to high
temperature upon increasing the concentration of R’s. This
tendency is suppressed for intermediate values of the attraction,
and for uRγ ) 1, the spinodal temperatures of the mixtures are
always lower than Tγ

cPT. As expected, the spinodal lines move
again to higher temperature for stronger interactions.

From these calculations, we notice that with an attraction of
around uRγ ) 0.5, the best description of the experimental
behavior is obtained, that is, a maximum of T* between CR )
0.125 and 0.25 and a decrease of the spinodal temperature for
the CR ) 0.5 case, in very good agreement with the shape of
the phase boundaries found previously for R-γ mixtures.28 This
is also in agreement with the results from the MD simulations
where an attraction of uRγ ) 0.55 gives the best agreement with
the experimental data. With weaker attraction, a maximum of
the instability temperature T* is obtained for CR ) 0.35, and
the mixture is still unstable for CR ) 0.5. Increasing the
interaction makes the mixture highly unstable for all CR ) 0.125,
0.25, and 0.5, and T* is larger than Tγ

cPT for mixing ratios much
beyond CR ) 0.5.

With this theoretical approach, we can extract the spinodal
temperature T*. Since the scattering intensity at low q will
diverge when approaching the instability boundary, we report
T* as a function of the uRγ attraction for the different mixing
ratios (Figure 14) and confront it with the results of the MD
simulations for the CR ) 0.5 mixture, for which I(q* )
0.0467 nm-1) as a function of uRγ was plotted (Figure 6). The
same nonmonotonic behavior as that observed in the MD
simulations is recovered for all three mixtures. Moreover, the
stability region that emerges from the simulations is in good
correspondence with the minimum of T* with respect to uRγ.
From what we discussed above, it can be argued that while
perturbation theory gives only a qualitative agreement for the
location of the spinodal temperature and critical densities, it
provides the right value of the interspecies attraction to
reproduce the stabilization effect observed in the experiments
and the simulations.

Our model gives good results for the spinodal of the binary
mixtures and opens the possibility to explore the full phase
diagrams in the future. In this sense, a special property of the
R-γ mixture is that their phase separation process involves
substantial segregation by protein type, as well as by concentra-
tion.28 The experimental liquid-liquid phase separation tie lines
indicates the coexistence of dilute phases, rich in R-crystallins,
and dense phases with predominance of γ-crystallins. This gives
rise to the tilted tie line pairs reported in Figure 15 and taken
from the experiments reported in ref 28. In this work, we limit
our investigation to the spinodal stability of the mixtures. The
spinodal is always located below the coexistence surface and

Figure 13. 2D section of the instability surface on the experimental
φR-φγ

cPT line drawn in Figure 11. The temperature T* at which the
mixtures become unstable is presented as a function of the relative
mixing ratio CR for values of uRγ ranging from the hard-sphere limit
up to 3.

Figure 14. Temperature of instability T* as a function of the interaction
strength uRγ for the mixing ratios CR ) 0.125, 0.25, and 0.5 (dashed
line in Figure 13). The stable region obtained from the MD simulations
for the CR ) 0.5 case and the critical temperature of the pure γ mixture
(dashed line) are also drawn.
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can give a valid indication of the shape of the tie lines. Cuts of
the spinodal surface at a temperature slightly below the critical
temperature of the pure γ mixture are presented in Figure 15.
The perturbative spinodal surface with weak attraction is indeed
compatible with the scenario of these extremely tilted experi-
mental tie lines (see, in particular, the uRγ ) 0.5 mixture). This
represents a further confirmation of the validity of the approach
based on thermodynamic perturbation theory.

V. Conclusions

We have developed a colloidal model of R- and γ-crystallin
proteins that is able to account for the experimental spectra of
the pure solutions and the mixtures of these proteins. Very good
agreement on the length scale important for the lens transparency
was obtained. We found that the transparency of concentrated
crystallin mixtures is maintained by introducing a weak, short-
range attraction between R- and γ-crystallins. This attraction
considerably decreases the critical fluctuations due to the
attraction between γ-crystallins and the tendency of a highly
asymmetric mixture to demix.

The presence of a net attraction between R- and γ-crystallin
has been recently found in experiments performed at low
concentration.67,68,85 Our work gives evidence for R-γ attraction
at high protein concentrations typical of the eye lens and
suggests that this attraction may play a key role for the stability
of eye lens cytoplasm with respect to phase separation. Thus,
changes in the magnitude of the R-γ attraction might contribute
to some forms of cataract. Due in part to its small magnitude,
the molecular origin of the inferred net short-range attraction
between unlike crystallins remains a challenging and open
question, as it is for short-range attraction of many globular
proteins including γ-crystallins and lysozyme.4,55

The second part of the paper was dedicated to the calculation
of the stability boundary of the binary mixture in the full
parameter space via a thermodynamic perturbation theory
approach. Perturbation theory turns out to be well-suited to study
the instability of asymmetric binary square-well mixtures. All
of the critical behavior expected from the SANS experiments
was correctly recovered, at least qualitatively. We also obtained
quantitative agreement with the results of the MD simulations
for the determination of the strength of the mutual attraction.
This theoretical approach allowed us to confirm the validity of

the model that we built for the mixture of crystallin proteins
from a totally different route. The calculation of the spinodal
surface in the full parameter space gave also a better insight
into the different mechanisms responsible for the instability in
the binary mixture. Following the encouraging results obtained
for the instability boundary, efforts will be made toward the
determination of the full phase coexistence using the same
perturbative scheme.

The present work recognizes two new molecular mechanisms
by which altered eye lens crystallin protein interactions can
potentially lead to cataract disease. First, concentrated mixtures
of R- and γ-crystallin become unstable with respect to protein-
composition-type phase separation if there is too little R-γ
attraction. On the other hand, too much R-γ attraction makes
concentrated R-γ mixtures unstable with respect to protein-
concentration-type phase separation. Moreover, in combination
with recent work,28 the present work further underlines the role
of size disparity between R- and γ-crystallins in helping to
produce phase separation of concentrated R-γ mixtures, which
is dramatically enhanced in comparison with that of the
component proteins.

It is very important to recognize that each of these crystallin
instability mechanisms can potentially contribute to cataract at
temperatures well above those at which thermodynamic instabil-
ity occurs. First, as has been shown near the phase separation
of γ-crystallins alone,22,26–28 each transition will dramatically
increase light scattering at temperatures well above phase
separation, in the single-phase region of the phase diagram.
Second, the very reason for enhanced light scattering, namely,
that proximity to phase separation enhances spontaneous local
concentration fluctuations, can also serve to accelerate nucleation
and growth of protein aggregates.86

It is clearly important to identify specific molecular factors
that mediate both the strength of γ-R attraction and the size
disparity between these proteins and to identify the effects of
shape and orientation-dependent interactions, not considered
here, on γ-R mixture instability.

More generally, this work has explored one out of the three
principal concentrated binary lens crystallin mixtures, each of
which can serve as a baseline for effective study of realistically
concentrated γ-, R-, and �-crystallin mixtures. As such, it
represents a step toward the needed understanding of the
chemically specific origins of short-range order and eye lens
transparency.
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TABLE 2: Parameters of the Molecular Dynamics
Simulations for the Different Cr Mixturesa

CR φR φγ NR

0 0.184
0.125 0.049 0.163 104
0.25 0.098 0.140 240
0.5 0.195 0.093 704
1 0.391 32000

a The packing fraction of each component φR and φγ and the
number of R components NR are given (with NR + Nγ ) 32000).

ht
tp

://
do

c.
re

ro
.c

h

14



117755 and No. PP0022119006), the State Secretariat for
Education and Research (SER) of Switzerland, the Marie Curie
Network on Dynamical Arrest of Soft Matter and Colloids (No.
MCRTN-CT-2003504712), and NIH (U.S.) Grant No. EY11840
and EY018249-01.

Appendix
A. Resolution Function. In order to account for the

experimental smearing, we derived a general resolution function
resulting from the combined effect of wavelength spread (w),
finite collimation (c), and detector resolution (d). The resolution
function R(q, 〈q〉) describes the distribution of the radiation with
scattering vector q contributing to the scattering for the setting
〈q〉. The measured intensity at 〈q〉 is then proportional to

where dσ(q)/dΩ is the scattering cross section. We followed
the method proposed by Pedersen et al.45 in which the different
contributions to the resolution function are all approximated by
Gaussian functions and are derived separately for each contribu-
tion, assuming the other ones to be negligible

The Gaussian functions are determined by calculating the width
σ of the distribution and are defined in a way to have the same
full-width at half-maximum (FWHM) value as the distribution
they approximate. In the following, Δλ will denote the FWHM
of the wavelength distribution and Δ the FWHM of the
distribution of (s - 〈s〉), where 〈s〉 is the distance from the beam
center at the detector to the point on the detector with a
scattering angle of 〈2θ〉. The combined resolution function due
to all three contributions is then calculated assuming them to
be independent and can be approximated by a Gaussian with a
width σ given by σ2 ) σc

2 + σd
2 + σw

2 where

with θ ) arcsin(λq/2π), with wavelength λ for q vector q, with
R1 being the radius of the source aperture, r2 the radius of the
sample aperture, L the source-sample distance, l the detector-
sample distance, and defining a1 ) r1(L + l/cos2(2θ))-1, a2 )
r2 cos2(2θ), and

When the scattering pattern is circularly symmetric, the two-
dimensional integration involved in the convolution of the cross
section and the resolution function can be replaced by a one-
dimensional integration

with the averaged resolution function Rav(q, 〈q〉)

in which I0 is the modified Bessel function of first kind and
zeroth order and σ ) (σc

2 + σd
2 + σw

2 )1/2.
B. Calculation of gij(r). Perturbation theory relies on an

accurate description of the reference system, for which we have
chosen a binary mixture of hard-sphere particles. In particular,
the partial radial distribution functions gij that appear in the
expression for the Helmholtz free energy must be evaluated.
The Ornstein-Zernike (OZ) integral equations solved with the
Percus-Yevick (PY) closure are often used to supply reference
approximations for the gij’s.

1. Ornstein-Zernike Equations with Percus-Yevick
Closure for Binary Hard-Sphere Mixtures. The OZ equation
is an integral equation that was first introduced by L. S. Ornstein
and F. Zernike in their investigation of the density fluctuations
near the critical point. It relates the total correlation function
h(r) ) g(r) - 1 to the direct correlation function c(r).7 For a
one-component system, homogeneous and isotropic, the OZ
relation can be written as

This expression, which can be solved recursively, describes the
fact that the total spatial correlation is due, in part, to the direct
correlation but also to the indirect correlation propagated via
an increasingly large number of intermediate positions. From
the analysis of graphical expansions,7 it is very likely that the
range of c(r) is comparable with the range of the pair potential
υ(r), while, because of the effects of the indirect correlation,
h(r) can be much longer ranged, especially in the vicinity of a
critical point.

The Fourier transform of the OZ equation yields

which gives an algebraic relation between h(k) and c(k)

I(〈q〉) ) ∫R(q, 〈q〉)dσ(q)
dΩ

dq (17)

R(〈q〉) ) 1

√(2πσ2)
e-(q-〈q〉)2/2σ2

(18)

σc ) 〈k〉cos〈θ〉
Δ�1

2(2 ln(2))2
(19)

σd ) 〈k〉cos〈θ〉cos2〈2θ〉 Δ
2l(2 ln(2))2

(20)

σw ) q0
Δλ
〈λ〉

1

2(2 ln(2))1/2
(21)

Δ�1 ) 2
r1

L
- 1

2

r2
2

r1

cos2〈2θ〉
l2L (L + l

cos〈2θ〉)2
a1 > a2

Δ�1 ) 2r2(1
L
+ cos2〈2θ〉

l ) -
1
2

r1
2

r2

l
L

1

cos2〈2θ〉(L + l

cos2〈2θ〉)
a1 < a2

(22)

I(〈q〉) ) ∫0

∞
Rav(q, 〈q〉)dσ(q)

dΩ
dq (23)

Rav(q, 〈q〉) ) ∫-π

π
R(q, 〈q〉)q dφ

) q

σ2
e-(q2-〈q〉2)/2σ2

I0(q〈q〉σ-2)
(24)

h(r) ) c(r) + F∫ c(|r - r′|)h(r′)dr′ (25)

h(k) ) c(k) + Fh(k)c(k) (26)
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For homogeneous and isotropic multicomponent systems, the
Fourier transform of the OZ relations becomes

For a binary mixtures of species 1 and 2, the following system
must be solved

with cR,γ(k) ) cγ,R(k) and hR,γ(k) ) hγ, R(k). In order to solve
this set of linear equations, we define

and

The solution of OZ equations can be cast

In order to calculate hij(k), the partial direct correlation functions
cij(k) must be determined. The cij(r)’s of binary hard-sphere
mixtures have been obtained analytically by Lebowitz within
the PY approximation (relations 37 to 40 in ref 76). Starting
from these expressions of cij(r), we calculated their Fourier
transform (FT) cij(k), which is still analytical, and then solved
the previous relations.

The last step for determining the radial distribution function
of binary hard-sphere mixtures involves the calculation of the
inverse FT of the hij(k). However, within the PY approximation,
the hij(r)’s show discontinuities for r ) dij, and trying to compute
the inverse FT numerically gives rise to large oscillations (Gibbs
oscillations) at the contact value.

To overcome this defect, let us write hij(r) as

where Δij ) gij(dij
+) (the contact value of the RDF) and Θ is the

Heaviside step function. The FT of hij can be determined from
the FT of Θ(Rij - r)

with

and the IFT of hij
/(q), which now shows no discontinuity, can

be computed. From hij
/(r), we recover gij(r) ) hij(r) + 1.

2. Grundke-Hendersen Correction. The OZ relations were
solved using the PY closure for binary hard-sphere mixtures.
However, PY hard-sphere distribution functions have two major
shortcomings with respect to the values at contact gij(dij) and
the slopes gij

′ (dij), both of which are too small. Verlet and Weis
gave a procedure to approximately overcome these defects in
the pure fluid case, and Grundke and Hendersen generalized
this procedure to apply to mixtures77,87

with

The slight change in sphere diameter in the argument of gPY(r)
makes for a small correction in the phase of the oscillations of
the distribution function. The purpose of the Aij coefficients is
to raise the value of g(r) at contact. Since Δgij must oscillate
and the PY solution gives a good approximation for the radial
distribution function at large r, a trigonometric factor which is
damped by (1/r)exp(bij(dij - r)) is included.

According to the MCSL equation of state, the pressure is
given by a linear combination of the pressure obtained from
the PY integral equation for the RDF following the compress-
ibility and the virial routes, pMCSL ) (1/3)pp

PY + (2/3)pc
PY. The

PY radial distribution function at contact will give, by definition,
the pp

PY when used in the pressure equation. Moreover, the scaled
particle theory (SPT) for mixtures also reproduces pp

PY via the
pressure equation. The contact value of the radial distribution
function can then be written as

h(k) ) c(k)
1 + Fc(k)

(27)

hR�(k) ) cR�(k) + ∑
γ
FγcRγ(k)h�γ(k) (28)

h11(k) ) c11(k) + F1c11(k)h11(k) + F2c12(k)h21(k)
h22(k) ) c22(k) + F1c21(k)h12(k) + F2c22(k)h22(k)
h12(k) ) c12(k) + F1c11(k)h12(k) + F2c12(k)h22(k)

(29)

R1(k) ) F1c11(k) - 1
R2(k) ) F2c12(k)
R3(k) ) F1c12(k)
R4(k) ) F2c22(k) - 1

(30)

S1(k) ) -c12(k) +
R1(k)

R3(k)
c22(k)

S2(k) ) -c22(k) -
R3(k)R4(k)

R2(k)R3(k) - R1(k)R4(k)
S1(k)

(31)

h11(k) ) 1
R1(k)[-c11(k) -

R2(k)

R3(k)
S2(k)]

h12(k) ) 1
R3(k)

S2(k)

h11(k) )
R3(k)

R2(k) - R1(k)R4(k)
S1(k)

(32)

hij(r) ) hij(r) + ΔijΘ(Rij - r) - ΔijΘ(Rij - r)

) hij
/(r) - ΔijΘ(Rij - r)

(33)

hij(q) ) hij
/(q) + Δijθ̂(k) (34)

θ̂(k) ) FT{θ(Rij - r)}

) 4π
k ∫0

∞
sin(kr)Θ(Rij - r)dr

) 4π
k3

[sin(Rijk) - Rijk cos(Rijk)]

(35)

gij( r
dij

, η) ) gij
PY( r

d ij
′ ) + Δgij(r)

Δgij(r) )
Aij

r
exp(-bij(r - dij)) × cos(bij(r - dij))

(36)

d ij
′ ) dij(1 + η

16)3
(37)

gij(dij) )
1
3

gij
PY(dij) +

2
3

gij
SPT(dij)
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This postulate determined the Aij coefficients and forced the
distribution functions to give pMCSL when used in the pressure
equation

The pressure consistency can also be generalized to provide
the bij’s.87 Lee and Levesque gave the following approxima-
tion,88 which avoids the numerically involved computation of
(∂μj)/(∂Fi) from the compressibility equation
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