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Summary

This thesis describes the development and the applications of four wave
mixing techniques (Transient Grating (TG), Coherent Anti-Stokes Raman
Scattering (CARS) and Transient Dichroism (TD)), to investigate processes
taking place in the pico- and femtosecond time scales.

In the first part of the work, the TG technique is described using both the
holography and the nonlinear optics formalisms. The latter formalism is also
used to describe CARS spectroscopy and TD.

The excited-state lifetime of perylene radical cation in boric acid glass, in
concentrated sulfuric acid and in acetonitrile, has been investigated with the ps
time resolved TG technique. A variation of this technique, based on a
calorimetric detection, has been developed to study the lifetime of the
anthraguinone radical anion.

CARS experiment was performed in the ps time scale, in order to investigate
structural changes, involved in photoinduced Electron Transfer (ET) reactions.
Resonant CARS could not be achieved, due to the low repetition rate of our
laser, and only high concentration compounds could be accurately
characterized.

In the second part of this work, the complete setting up of a TG experiment
with fs pulses (with nJ energy) is described in detail, from the experimental
arrangement to the interfacing and acquisition programs.

Investigation of the solvation dynamics of an organic dye (IR140) in series of
nitriles and alcohols was carried out, with a 60 fs resolution. Wavelength
dependent measurements have also been performed. A new model for both

inertial contributions of solvation is presented.



The last chapter is devoted to the development of an experiment with
amplified fs pulses (uJ). TD experiment was achieved with the second
harmonic of the fs amplifier output. Such an experiment was performed on
perylene in order to demonstrate the nonlinear behavior of the Stokes-
Einstein-Debye relationship in low viscosity solvents, and on cyano and
methy| substituted perylene to investigate the influence of the solute-solvent

interaction.

Résumeé

Cette these décrit le développement et I'utilisation de techniques de "mélange
de quatre ondes' (réseaux transitoires, CARS, et dichroisme transitoire), pour
I'étude de processus se déroulant dans e domaine de la pico- et femtoseconde.
Dans la premiére partie de ce travail, la technique des réseaux transitoires est
décrite a l'aide des formalismes de I'holographie et de I'optique non linéaire.
Ce dernier est aussi utilisé pour expliquer la spectroscopie CARS et le
dichroisme transitoire.

La durée de vie de I'état excité du peryléne radical cation a été étudiée en ps
par la technique des réseaux transitoires résolus dans le temps, aussi bien dans
un verre dacide boriqgue que dans l'acide sulfurique concentré, et dans

I'acétonitrile. Une variante de cette technique, basée sur une détection



calorimétrique, a été développée pour étudier la durée de vie de I'état excité du
radical anion de |'anthragquinone.

Une expérience CARS a été réalisée dans I'échelle des ps, dans le but d'étudier
les changements structuraux impliqués dans des réactions de transfert
d'éectron photoinduit. La forme résonante de la spectroscopie CARS n'a pas
donné de résultats reproductibles, en raison de la faible cadence de notre laser.
Seul des especes fortement concentrées ont pu étre caractérisées de fagon
fiable.

Dans |la deuxieme partie de ce travail, le développement complet d'une
expérience de réseau transitoire avec des impulsions fs de faible energie (nJ)
est décrit en détails, de l'arrangement expé&imental a l'interfacage et la
réalisation d'un programme d'acquisition.

L'étude de la dynamique de solvatation d'un colorant organique (IR140) aété
réalisée dans une série de nitriles et d'alcools linéaires, avec une résolution de
60 fs. La dépendance a la longueur d'onde d'analyse a auss été étudiée. Un
nouveau modeéle expliquant les deux contributions inertielles est présenté.

Le dernier chapitre est consacré au développement d'une expérience avec des
impulsions fs amplifiées (uJ). La technique du dichroisme transitoire a été
utiliste avec la seconde harmonique des impulsions fs amplifiées. Cette
technique a été appliquée a la dynamique de rotation du perylene dans une
série de solvants de faible viscosité, afin de démontrer le comportement
anormal de la relation de Stokes-Einstein-Debye dans ces domaines de
viscosité. Une telle étude a auss été réalisée sur les dérivés 3-cyano et 3-
méthyl du peryléne, afin d'observer I'influence des interactions solvant-soluté

sur le temps de rotation.
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Preface

Preface

In 1999, the Nobel Prize in Chemistry was given to Ahmed Zewail for his
pioneering work in the field of ultrafast spectroscopy. The recognition of this
field was mainly due to the fact that he was able to reach the time limit of the
chemistry.

In organic chemistry most of the reactions take place in seconds or even hours
but in photochemistry, one usually deals with nanosecond (ns) or picosecond
(ps). What is the ultimate limit for a chemical reaction ?

This question is rather a problem of definition. If one assumes a reaction to be
the path from one equilibrium state to another, then the cooling down of the
system is part of the reaction. As it cannot be faster than vibrational frequency
(typically tens of fs)! the time limit of chemical reactions is a few tens of
femtoseconds.

However, one can also exclude the cooling from the reaction process, and a
chemical reaction can thus be as fast as an electron transfer. Nevertheless, the
ultimate limit to promote an electron, with light, to an excited state is an
oscillatory period of light, which takes place in more than 1 fsin the visible.
Femtochemistry isthusreally the fastest limit of chemistry.

In this thesis we will show how to approach this border. However, before
trying to deal with fs phenomena, it is better to understand the techniques used
to study such processes. For this reason, the first part of this work is devoted
to different techniques and different phenomenain the pstime scale.

In a second part, the basic principles of an experiment with fs pulses are
shown and applied to investigations of solvation dynamics. Special careisaso

taken to explain the interfacing of such an experiment. Finally, an experiment
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with amplified fs pulses is described, allowing the rotational time of small
molecules to be determined.

An important part of the work described here has been invested in the
technical development of new experiments. Furthermore, nonlinear techniques
were applied to improve the resolution and the applicability of conventional
techniques. For instance, a new technique based on the bleaching of thermal
grating is described, which allows molecules of low absorption coefficient to
be investigated. CARS experiment was also performed on a ps time scale, and
femtosecond hole burning spectroscopy was used to investigate solvation
dynamics of an organic dye in series of acohols and nitriles. The second
harmonic of amplified fs pulses extended the probe molecules to perylene

derivatives, which were investigated through transient dichroism.



Historica

Historical

Chemistry induced by light is not a new phenomenon. The nature has been
using it for ages in plants, in vitamin D synthesis, in vision processes, in
amost all atmospherical reactions and many others23. Chemists also used
photochemistry for more than a century, for instance in photography since
1829 4,

However, it is only in the 50's that people realized that light could be a very
interesting tool to study the mechanisms of fast chemical reactions. This
conclusion leads to the development of new spectroscopies such as flash
photolysis in 1947 by G. Porter and R. G. W. Norrish, this technique still
being one of the most used in photochemistry.

Nevertheless, the use of conventional light sources, such as flashlamps, does
not allow processes faster than the microsecond to be investigated.

A revolutionary step was made in April 1954 by Townes and Gordons. The
development of the MASER gave a wonderful acceleration to the field of
optics, and the first LASER was built six years later by Maimarn.

This new light source allowed photochemistry to become one of the most
studied topic of physical chemistry. In fact the laser does possess unique
properties that are extensively used by scientists. For instance, its faculty to be
pulsed, leads to the production of ultrafast light pulses as short as 4.8
femtosecondss, allowing ultrafast chemical processes to be investigated®. Its
high monochromaticity leads to high resolution spectroscopy in the kHz
rangelo, and coherence of the laser wavefront allows the development of many
interference based applications.

One of them was already described in 1948 by Gaborit, and is called

holography. This technique has the tremendous advantage to record not only
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the intensity of the diffused light from an object, but also its phase. This
property makes possible the production of 3D images by use of a reference
beam (see chapter 1.2.2). This principle was first applied to photophysic in the
seventies!2 in a technique called Transient Grating (TG). This technique has
been widely used in this work and is described in detail (see chapter 1.2 and
1.3.2).

Several other new spectroscopies arise from the mixing of laser pulses, such as
Transient Dichroism (TD) (chapter 1.5 and 4.4), Spectral Hole Burning (SHB)
(chapter 3.5.1) or Coherent Anti-Stokes Raman Scattering (CARS) (chapter
1.4 and 2.3). These spectroscopies involve the interaction of four waves and
can be theoretically described within the framework of NonLinear Optics
(NLO).






Abbreviations and Symbols S1

Abbreviations and Symbols

Roman Letters

a amplitude absorption constant

electric field amplitude vector

AQ anthraquinone
ASE amplification of spontaneous emission
B solvent and nonresonant contributions to the optical susceptibility

BuCN butyronitrile (Cy)
BuOH butanol (C,)

C speed of light in vacuum

C concentration or boundary constant (chapter 4)
C.C. complex conjugated of the preceding expression
CCD charge coupled device

CIP contact ion pair

CS charge separation

cw continuous wave

cycloHx  cyclohexane

d grating thickness

D diffusion coefficient
DC direct current

DCA dicyanoanthracene
DCB dicyanobenzene
DeCN decanitrile (Cy)
DiCl dichloroethane

E electric field vector



S2 Abbreviations and Symbols

ET electron transfer

EtOH ethanal (C,)

f Lorentz local field correction factor or shape factor (chapter 4)
F Fourier transform or vibration driven force

f(D) Onsager function

Fl freeion

FWHM full width at half maximum

FWM four wave mixing
AG free energy
HTD homodyne transient dichroism

I intensity of alight beam or moment of inertia (chapter 4)

Kk wave vector

K attenuation coefficient

Ak phase mismatch

L cavity length or interaction length

L. length of coherence

Icp left circularly polarized grating

LED light emitting diode

LIP loose ion pair

LO local oscillator

m minus (-45°) linearly polarized grating

MeCN acetonitrile (C,)
MeOH methanol (C,)

n refractive index
n complex refractive index
NLO nonlinear optics

OcCN caprylonitrile (Cg)
OKE optical Kerr effect



Abbreviations and Symbols S3

p plus (+45°) linearly polarized grating
P polarization vector

PA phthalic anhydride

PE perylene

PentOH pentanol (Cs)

PM photomultiplier tube

PrCN propionitrile (Cy)

q grating vector

r anisotropy

r position vector

R6G rhodamine 6 G

rcp right circularly polarized grating
sech? squared hyperbolic secant

SED Stokes-Einstein-Debye

SHG second harmonic generation

SN signal to noise (ratio)

SPM self phase modulation

t time

TA transient absorption

TCNE tetracyanoethylene

TD transient dichroism
TG transient grating
THF tetrahydrofurane
TRC tetracene

TR*CARS time resolved resonant coherent anti-Stokes Raman scattering
TZD turn zero detector

V molecular volume

VaCN valeronitrile (Cs)



S4 Abbreviations and Symbols

Indices and exponents

~ changing

radical
* cation

anion
* complex conjugate or excited-state
A unit vectors
I parallel
0 perpendicular
a acoustic
AS anti-Stokes
d density
dif diffraction
e electronic or excited-state
g ground-state
mod modulation of
D population or pump
pop due to population
ou of the pump pulse
or of the probe pulse
ot rotation
s Stokes or sphere (chapter 4)
v vibration
0 due to density

X i™ element of the j"™ order susceptibility tensor



Abbreviations and Symbols

Greek Symbols

a molecular optical polarizability

0 shift of central frequency or half width of Gaussian profile
A changesin

3 dielectric constant

% spectral bandwidth

r attenuation (for acoustic) or frequency half width
n efficiency or viscosity (chapter 4)

¢ angle of incidence

dp Bragg angle

K coupling constant

A wavelength

N fringe spacing

K transition dipole or permanent dipole moment
P axial ratio

o molecular absorption cross section

T time or period

Tp pulse duration

Ux speed of an acoustic wave in amedium

w angular frequency

Q sweeping frequency
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1. Theory of Four-Wave I nteractions

1.1. Introduction

Conventional spectroscopies, such as Transient Absorption (TA), can easily be
described with a ssmple formalism. But when the number of pulses interacting
in the sample is increased, the corresponding theory becomes more
complicated.

Fortunately, nonlinear optics allows all processes dealing with electromagnetic
waves to be described in a comprehensive formalism. This is very useful to
describe spectroscopies, where four different light beams are interacting.
During this work, we have been using different Four Wave Mixing (FWM)
techniques, such as the transient grating, the CARS, the transient hole burning
and the transient dichroism spectroscopies.

In this chapter an intuitive theory for the transient grating technique, based on
the formalism of holography, is described. This technique will then be
described within the formalism of NonLinear Optics (NLO).

This derivation will bring us to another FWM technique, the CARS
spectroscopy, which can aso be understood within the formalism of
holography.

Finaly, the transient dichroism, where only two pulses are used, will also be
discussed as a FWM technique.
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1.2. Transent Grating Techniques

1.2.1. Introduction

Transient absorption is one of the simplest way to investigate transient
species, but its sensitivity is rather poor. A technique based on holography was
developed by Eichler2 that gives at least a 100 time better signal to noise ratio
(S/N). Itiscaled Transient Grating (TG).

To perform such an experiment, two time coincident light pulses, called pump
pulses, have to cross in the sample. Their interference results in a light
intensity grating, a succession of dark an bright fringes. The ensuing
photochemical changes in the sample mimic this intensity grating, and result
in a population grating. This alters the sample absorption and/or refractive
index in a periodic manner.

A third pulse, called probe pulse, strikes the sample and is partially diffracted
by these gratings. The diffraction efficiency is proportional to the square of the
grating amplitude and reflects the chemical changes in the sample.

Doing such an experiment with short laser pulses alows the investigation of

Kinetic properties of the sample. Thisis called time resolved TG.

1.2.2. Principle of Holography

To obtain a conventional photography, the scattered light from an object needs
to be accumulated on a photoactive medium. A spatial representation of the

intensity of the scattered light is stored and is called an image.
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In holography, the phase of the light is also important, as it alows depth
information to be stored. The object needs to be irradiated with a coherent
light source (i.e. a laser). A second coherent beam, with a known phase, is
used as a reference beam, and interferes with the scattered one on the
photoactive medium. Information on the phase front of the scattered beam is

stored as a complicated interference pattern.

Reference

Mirror / /\Fi Im
. Qo —
Object ?‘é\% /
N,

Telescope Beam-
splitter

Figure 1.1: Typical geometry to write a hologram. The scattered beam interferes with the
reference beam, and the resulting interference pattern is recorded.

A coherent beam is also necessary to read the hologram. It is diffracted at the
hologram and the ensuing diffracted beam reconstruct the 3D image (real and
virtual) of the object (Figure 1.2).

Observer

* Virtual

image Real

image

Figure 1.2: Typical geometry to read a hologram. The reference beam is diffracted by the
stored interference pattern to produce the real image.
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We can distinguish two types of holograms:

1) Absorption or amplitude holograms absorb a part of the reconstruction
beam to produce the diffraction. Their efficiency cannot be higher than
3.7%.

2) Phase or refractive index holograms are made in the same way as
amplitude holograms. A further chemical reaction bleaches the
remaining absorbing part of the photoactive medium, producing
regions of different refractive index. The image is no longer formed
due to the attenuation of a part of the probe beam (absorption), but to
the dephasing originating from the variation of refractive index in the
medium.

To unify those two types of interaction with matter, physicists use a so-called
complex refractive index, which contains the conventiona refractive index
and the attenuation (or absorbance) K of the system:

n=n+iK (1.1
Of course in TG, one does not work with scattered light from an object, but

the interference pattern is produced by two plane waves.

Light Intensity Grating

When two electromagnetic waves crosses in a medium, they interfere, and if
they are plane waves with the same wavelength, an harmonic grating is
obtained.

This can be easily understood by looking at the crossing of two plane waves

with an angle 2¢.
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E.(r,t)

P
QVQU%QWC\:A;L- Destructive
2¢< %QVQUQUQW’-\;/- Constructive

E.(r,b) L ]

Figure 1.3: Grating formation. Two plane waves with the same wavelength cross with a 2¢
angle to produce an harmonic grating. Constructive and destructive interference are
illustrated.

The two electromagnetic plane waves can be described by their electric field
vectors Ex and Eg:

E, (r)=A, @k

Es(r.t) =Ag @i[[kam_wt] (1.2

where A, and Ag are the amplitudes (defined as complex quantities) of E, and

Eg respectively, ka and kg their wavevector of length k, t the time, r the

position vector and w the angular frequency.

At theinterferenceregion, i.e. at z = 0, the spatial dependence of the waveis:
k, [ =k(z[tosp - x[&inp) = -k k&Eind

k[ =k(z[tosp + x[8ind) =k X[&ind (1.3)
and the total electric field amplitude becomes:
A = AA @i[[mnqﬂ] +AB @i[[]-kﬁnqﬂ] (1 4)
Astheintensity of alight beam can be expressed as.
1= AmY
21 (1.5)

the intensity distribution can finally be described as:
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|(x):2—]CT(A A7)

A, AL +A_ A [
[ [
nc D" A Ijalf[:kﬁmbﬁ] m Ijaltkﬁmbﬁ] 0

E"A |[[]<[§n¢5t] mA @l[ﬁk[_s’nqﬂ] E
:2_11 ﬁAA\Z +A[F +(A, b pn ] rgilkened +c.c.)]

=1, +1g+2,/1, O [os(2kGEin ) (16)
From this equation, it is clear that the resulting intensity grating is harmonic.
Its amplitude varies as a cosine function in the x direction and is constant in
they direction.
This result is correct for plane waves. In practice, Gaussian pulses are often
used and the x,y dependence of the grating amplitude is shown in Figure 1.4.
It is interesting to notice that if both beams have the same intensity, the

maximum amplitude of the grating is 4 times higher than that of a single pump

00 — . l

1035~

beam.

Amphhics

Figure 1.4: Simulation of an intensity grating formation with two Gaussian beams crossing

at 90°. Note that the grating amplitude is four times higher than that of a single pump beam.
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Such an harmonic grating can be described by two parameters. the fringe

gpacing (A) and the fringe visibility (2).

EA(r!t) A
St I
2 o — ?
— ’

/
EB(r ’t) kB tx 7

Figure 1.5: Schematic representation of grating formation with two plane waves of

wavevectors ka and kg. The fringe spacing A is the distance between two interference

maximaand q is the grating vector.

The fringe spacing is the distance between two maxima of the interference

pattern in the x direction (see Figure 1.5). It can be expressed as:

A=2T"
g (1.7)
with
q=|a|=2kEind (18)
k :2_T[
A (1.9

g being the grating vector and corresponds to +(ka-kg).
One obtains finally:

=2_n= 21 _ T

q 2kE&End 2y&Eng

__ A

2[8n¢ (1.10)

where A is the wavelength of the pump beams and 2¢ their crossing angle.
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The fringe visibility Z isthe contrast of the hologram and can vary from O to

1. It can be expressed as.

B (1.11)

It reaches its maximal value when both beams have the same intensity.

Approximations

The theory developed above considers plane waves with parallel polarization.

In practice, this is not true and Gaussian laser beams of varying polarization

are often used. These modifications affect the grating in the following ways:

A) The use of Gaussian beams induces many changes in the theory because
the waves are no longer infinite in the x and y directions. Furthermore, the
divergence of the beam leads to a phase mismatch of the wave-front, and
plane wave theory isin principle no longer applicable.

Fortunately, a Gaussian beam can be approximated to a plane wave if the

three following conditions are fulfilled:

1) The interaction region must be large compared to the fringe spacing.
This implies that many fringes have to be formed in the sample. When
working at 532 nm with a crossing angle 2¢ = 5°, the fringe spacing is
N\ =6 um. A Gaussian beam of 6 mm of diameter produces thus 1000
fringes and can then be considered as a plane wave.

2) The overlap length in the z direction must be larger than the sample
thickness. Here again, for 6 mm diameter beams and 2¢ = 5°, the two
beams overlap (more than 90%) on about 15 mm in the z direction,

that is much larger than the sample thickness (usually 1 or 2 mm).
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3) The attenuation K of the excitation beams by the sample must be
negligible. This implies to work with low absorbing samples (typical
absorbance 0.3).

B) The polarization problem will be treated in detail in following sections
(chapter 1.2.7 and 1.3.2).

Real Time Holography

In order to perform kinetic measurements with the holographic technique
described above, the time dependence of such a grating needs to be examined.

In time resolved grating experiment, also called real time holography, a
grating is created with two laser pulses. These pump pulses have typicaly a
Gaussian temporal intensity profile with a half width 1, 13. The interference

term can then be described as!4:
NPPENOTA LA w1

where IAAYB are the peak intensities of the pulses, and At the time delay

between them'. We can note from this equation that the interference intensity
do also have a Gaussian time dependence (the same as the pulses), but

decreases exponentially when the two pulses are not time coincident.

' The above equation is only valid if the coherence time 1. (i.e. the reciprocal of the spectral width) is equal to
the pulse duration. With incoherent light, which can be considered as a succession of ultrafast coherent pulses

with random phases, the pulse duration t, has to be replaced by the coherence time t..
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Creating a grating with laser pulses is then a suitable method to investigate
time resolved processes. The response time is the same as in flash photolysis

for instance.

1.2.3. Photophysical Grating

Until now, only the light interference arising from two crossing, time
coincident, laser pulses was described. However, our goa is to use this
technique to study chemical processes. Thus, the interaction of the medium
with the light intensity grating has to be considered.

It was shown previously that the interference intensity was decreasing
exponentially with increasing time delay between the two pulses (eg. 1.12). If
one considers the electronic dephasing time of the medium, this principle is
not absolutely true. In fact, if the two pulses are not time coincident, a small
population grating can nevertheless be formed. This is explained by the fact
that the electric field of the first pulse forces the electrons to oscillate
coherently between two states. When the light is switched off, the electronic
oscillation is still coherent for some more time, called the dephasing time. At
low temperature, this coherence can have a long lifetime, but in liquids it is
usually lost after a few tens of fs. If the second pulse arrives before this
coherence is lost, interference between the new electric field and the coherent
electronic oscillation occurs, alowing a partial grating to be formed. This
property is mainly used in photon echo spectroscopy?s. In our case, we will
nevertheless optimize the time coincidence of the two pump pulses to obtain

the deepest grating.
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A grating being a succession of dark and bright regions, it is clear that
photochemistry only occurs in the bright fringes (see Figure 1.6).
Consequently, the maximum of the product concentration, corresponding to
the minimum of the reactant concentration, matches the light intensity pattern.

The modulation of concentration can be expressed as:

C()=C, +C,._, os 2™ +6H
oA O (1.13)

with C, being the average concentration of the population and Cp, itS
modulation amplitude. The 6 dephasing allows both product and reactant to be

expressed with the same equation.

A Light intensity

AYAVAVE

Product concentration

AV AVAV
VA VA VAN

Reactant concentration

Figure 1.6: Modulation of the light intensity, concentration of photoproduct and reactant in
the grating region formed by two time coincident laser pulses of the same intensity. Note
that the reactant concentration modulation is out of phase relatively to the product one.
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In most cases, the reactant and the products do not have the same optical
properties. Changing their concentrations modifies the properties of the
sample and leads to a material grating.

To describe these optical changes, one can express the dielectric constant of
the medium €, which interacts with the electric field of the light, as:

E(X)=¢g,+¢,; E:os@ﬁ
OA O (1.14)

e=N°=n"+2 K - K? (1.15)

As the complex refractive index also contains the attenuation of the sample,
two types of gratings are produced:

1) The amplitude grating is due to modulation of absorbance of the
product. This grating is easy to understand, as each species has its own
absorption spectrum.

2) The phase grating is a variation of the real part of the refractive index,
the dispersion. This grating can have three different origins.

A) As the product does not possess the same absorption spectrum as
the reactant, it also has a different dispersion spectrum. This
dispersion spectrum is related to the absorption spectrum through
the Kramers-Kronig relation6. The dispersion spectrum can be
calculated by a Hilbert-transformation of the absorption spectrum:

0 (1.16)

Where npyp iS the refractive index due to population changes.
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n,=1
W

P W

Figure 1.7: Kramers-Kronig relation between dispersion (npyp) and absorption (K). Note

that for frequency higher than the absorption maximum the dispersion is smaller than ng'.

B)

C)

If the volume of the product is not equal to that of the reactant, a
change in density in the bright fringes is observed. Thisis the case,
mainly, for formation or dissociation of a complex, or
electrostriction. This produces a density grating that results in a
phase grating.

During the excitation, an excess energy is often used. This excess
energy is relaxed in the medium as heat. A temperature grating is
then formed and produces a thermal expansion. That leads to a
density grating, called thermal phase grating!”-22. Such a grating
can also be produced with any systems that deactivates through
non-radiative transitions. This specific case will be studied in the

next section.

"' The refractive index can be understood as an electronic absorption-emission to a virtual state. Each of these

cycles taking a few fractions of fs, the light is slowed down in the media and the refractive index is always

greater than one. However, near an absorption band, the virtual state has a longer lifetime, and the refractive

index increases with increasing frequency. In the center of the absorption band, absorption takes place, and an

anomalous dispersion is present (the refractive index decreases with increasing frequency).
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In most cases both gratings are present, but it is also possible to selectively
study one without the other (by changing the detection wavelength or the

polarization conditions for instance) as shown in chapter 1.2.7 and 1.3.2.

1.2.4. Thermal Grating

As mentioned in the previous section, athermal grating can be produced upon
exothermic reaction or non-radiative relaxation. Such a grating can be seen as

the interference of atemperature-volume grating with an acoustic grating.

When heat is released, the temperature changes in the fringes. This change in
temperature is accompanied by a change in volume. This volume change takes
place in an acoustic period 1., which is defined as the time needed for an
acoustic wave to travel one grating fringe A. It can be expressed as:
_ 21

Wag (1.17)

T

VA
ac —
Uac

where v, isthe speed of sound in the medium and w,. the acoustic frequency.

T N\

Vv

v

Figure 1.8: Temperature-volume grating formed by hest release in the fringes.

The temperature-volume grating thus formed is lasting for s, as the diffusion

of temperature and moleculesis slow.
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On the other hand, the sudden change of temperature is like an explosion and
molecules are compressed in the dark fringes. This expansion launches two
counter-propagating acoustic waves.

This density, or acoustic, grating can be seen as the superposition of two

counter-propagating waves, as described in Figure 1.9.

/\ »

vvv« Acoustic grating
T./2 K\
Counter-propagating
W acoustic waves

<&
<

AN

: P X

tlmev
Figure 1.9: Counter-propagation of acoustic waves in athermal phase grating. The resulting
acoustic grating oscillates in time and changes its phase after each half acoustic period.

Note that the first maximum of grating amplitude is reached only a half acoustic period
after the light intensity grating generation.

Each time two maxima of density, produced from different fringes, met, a
maximum of acoustic grating amplitude is achieved. Note that at each half

acoustic period, the phase of the acoustic grating is shifted by Tt
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As the acoustic grating changes its phase at each half acoustic period, the
interference of both temperature-volume and acoustic grating leads to an
oscillatory behavior of the resulting density grating. The overall grating
amplitude thus oscillates in time between zero (destructive interference) and

four times the temperature modulation amplitude (constructive interference).

T X

Figure 1.10: Time evolution (1-2-3-4-3-2-1-...) of the density grating, resulting from the
interference of the two counter-propagating acoustic waves and the temperature-volume
grating. The amplitude of the density grating oscillates between O and four times the

temperature-volume grating amplitude.

0.5

0.4 —

0.1

0.0 —

time [ng)]

Figure 1.11: Time profile of the diffracted intensity from a thermal grating formed by a
suspension of 20 nm diameter colloidal TiO,, excited at 355 nm and probed at 532 nm.
Note theinitial spike at time zero, which is due to the population grating.
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This oscillation lasts until the acoustic waves are attenuated by the medium.
Thermal diffuson being much slower than acoustic attenuation, the
equilibrium intensity corresponds to ¥ of the maximum amplitude. The time
dependence of the refractive index change, due to density, An, can thus be
expressed as.

— Mt 1
An, =Cst (& [{1 - cos(w,t)) (1.18)

where I 4 1S the acoustic attenuation.

If the heat release is slower than the acoustic period, acoustic waves are not
produced impulsively, and temporal resolution of the heat release is possible
(see Figure 1.12). The advantage of this technique over thermal lensing, is that
the time resolution, corresponding to the acoustic period, is determined by the
fringe spacing, and can thus be as short as 100 ps for 355 nm pulses. In
comparison, the resolution of thermal lensing is in the us time scale for 2 mm

diameter irradiation spot.

Figure 1.12: Simulation of the time profile of the intensity diffracted from a density grating.
A) All the heat is released instantaneously. B) 80% of the heat is released slowly and 20%

instantaneoudly.
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We will show in eq.(1.39), that the density grating is in phase with the
population phase grating, but do not interact with the amplitude grating.
Constructive interference between both phase gratings can then strongly

enhance the dispersive signal23. 24,

1.2.5. Grating Detection

Two pump beams that cross in the sample interfere and produce a light
grating. This grating modulates the population of the medium and a physical
grating is formed (amplitude and phase gratings).

To detect such a grating, a third beam is needed, caled probe beam or
reference beam (by analogy with holography). It will interact with the
gpatially modulated dielectric constant of the medium and be diffracted. To
understand this phenomenon, the efficiency of the grating has to be
determined.

This efficiency can be expressed as:

—_ Idlf - Egif
L=
o S (1.19)

Kogelnik has devel oped a coupled wave theory for holography2s. This theory
Is based on the following ideas:
1) The wave propagation obeys the time dependent wave equation
derived from Maxwell's relations.
2) Inthe grating, the electric fields of the probe and diffracted beams are
superimposed.
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From the Maxwell's relation, Helmholtz has derived the following equation,
assuming that E = E(r)exp(iwt):

e Gretoffe=e a2

where 0% = I isthe Laplacian operator (second partia derivation in the
three directions).
Assuming a X,z-polarized beam, the vectorial representation of the electric
field can be reduced to its scalar expression:

E(x,2) = AR " +c.c. (1.21)
with

r =sing [k +cos¢ [z (1.22)
¢ being the angle of incidence of the probe beam.
Asthe electric field in the grating is the sum of the probe and diffracted ones,
itisexpressed as:

E(x,2)=A,(2) " +cc.+ A, (29 B " +cc.

(1.23)
The conservation of momentum implies that:
Kar =Ky +9 (1.24)
where q is the grating vector.
q
kdif k kdif
pr
q (I)prz\
K :
|

Figure 1.13: Conservation of momentum for diffraction at a grating and experimental
geometry.
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Using eq.(1.14), the equation (1.20) becomes:
%]2 +k? [an +g, Eos@%l =0
0 O OA (1.25)

With the approximation €, = Ae = 2nAn = 2n(An +iAK), based on eq.(1.15),
and the following definitions:

=2T"K and K:%(kl+ia1) (1.26)

where a is the amplitude absor ption constant and k the coupling constant,
a; and k; are the modulation amplitudes of the absorption and propagation
constant, respectively. The resolution of eq.(1.25) gives two coupled wave

eguations:

3—222[Apr () +2ik, Gj—Z[Apr (2)] + 2iak (A, (2) + 2kkAy (2) =0 (1.27)

&A@+ 2 [, (2] + ik T, (2)+ 21k, (2
+2kd A (2) =0

(1.28)

where k, = kidos(¢) is the z-component of the reference and signal

wavevectors and 9 is the dephasing expressed as:

2

)
9 = qLEin(d) — — (1.29)

A being the probe wavelength.

Note that the angle ¢ is assumed to be identical for the probe and pump
beams.

As seen in chapter 1.2.2, the absorbance of the sample is small and the
exchange of energy between the probe and pump beams is slow. This implies
that, over an optical wavelength, the amplitude of both waves can be

considered to be constant. With this assumption, the second derivative of A,
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and A (in eq. 1.27 and 1.28) can be neglected. Inserting eg.(1.29), and
multiplying by (i), the coupled wave equations (1.27 and 1.28) become:

cos(d) E}S—Z[Ap, (2)]+am, (2) = kA, (2) (1.30)

cos(9) B [A (2] + DAy (D -9 A, (D =1KA, () (13D

The general solution for these coupled equationsis:

— Y,Z YoZ
Ay (2) =1 [&" +1, [ (1.32)

A, () =s ™ +s, [&" (1.33)

Inserting these solutions and solving for the boundary conditions A, (0) = 1
and Ay (0) = 0, one obtains:
ad

_ cos¢% (\/V _E )
@ E/ ﬁ (1.34)

with v = Kk and & =i i d being the grating thickness.
cosd 2cosé

At this point it is important to notice that if 9 is different from 0, the diffracted
wave is not in phase with the probe wave. In this case, the energy exchangeis
not efficient and no diffraction is obtained. Consequently, a signal is only

produced if the Bragg condition is achieved:

_Au SN@p)
ko Ay

wherem =0, +1, +2, ..., ¢p IS the Bragg angle, ¢p, is half the angle between

sn(¢,) =sin(¢p, )— (1.35)

the two pump beams and A, ,, are the probe and pump wavelength.
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The diffracted amplitude formed by a probe beam at Bragg angle ssmplifies to:

- = kd
0S¢ (1.36)

Under the Bragg condition, the grating efficiency can be calculated, assuming

a probe wave amplitude of unity, as:

— Idif — A:lif m{;if
I pr Apr DA‘;r

= %nz ﬁﬁ%cosq) ) ﬁ* sinh® ﬁl%co&b 8 %}%E (1.37)

In this equation, both the phase and the amplitude gratings are characterized.

N et = Ayt DA\;if

The first term represents the modulation of the propagation constant k and
corresponds to the diffraction efficiency due to the phase grating. The second
one is a modulation of the absorption coefficient a, and is the diffraction
efficiency due to the amplitude grating. The last term, decreasing
exponentially with d, represents the attenuation of the diffracted beam by the
sample. This term is responsible for the low maximum diffraction efficiency,
which cannot be higher than 3.7% in a pure amplitude grating.

Usualy, the diffraction efficiency is even lower than 1%. In such cases, the
simplifications sin(a) = a and sinh(a) = a are valid. Furthermore, with k; =
KolAn, An being the modulation amplitude of the refractive index, eq.(1.37)

becomes:

1o = e, B st ﬁﬁ}ha
E%Td m% cost, ﬁ * @j m%cos% ﬁ@}@ﬁ%
%T% cosd, ﬁz fan® +AK2)§}'E¢%BE

I
L

(1.38)
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This expression demonstrates that the diffracted signal is proportional to the
sum of the square of the absorption and refractive index changes. As a
direct consequence, if one measure ng; as a function of time and if the
population changes decay exponentially, the observed signal decays two
timesfaster than therelated population.

Another important observation is that, remembering the double possible origin
of dispersion changes (population or density changes), a cross term describes
the interference between these two contributions:

Ne O AN +AK?
0An; +Ang +AK?

+2[An, [An, (1.39)

Introducing the frequency dependence of the diffracted efficiency allows the
spectral properties of the TG signal to be understood. In fact, shortly after the
grating formation, the diffracted spectrum is similar to the absorption
spectrum (only dightly broadened), as long as the An, contribution is small.
But after half an acoustic period, the thermal phase grating interferes with the
dispersion spectrum, and an intense inverse dispersion spectrum is observed?4.

The diffracted spectrum changes then in time from an absorption to an inverse

dispersion one.

1.2.6. Thin and Thick Gratings

The derivation described previoudly is only valid for thick gratings, i.e. when
the grating thicknessis larger than the grating fringe spacing A.

The Bragg condition is not essential for diffraction in a thin grating. In the

latter case, the angle of incidence of the probe beam is of minor importance.



24 Chapter 1

This is due to the fact that the phase difference of a wave diffracted at the
entrance (z = 0) and at the back (z = d) of the grating is small:

2, [

- <<1
N [h

oal=

(1.40)
Raman-Nath diffraction is then observedzé. The diffraction efficiency must be
specified for each diffraction order j. For an angle of incidence of 0°, it can be
expressed as.

(1.41)
where J; isthe Bessel function of order j, and An the complex refractive index
change.

If the modulation amplitude is small, this equation can be simplified to:

~2
n; Lan (142)

Here again, the diffraction efficiency is proportional to the square of the

refractive index.

Thick grating can be considered as a succession of thin gratings. The different
orders of diffraction interfere with each other. All these diffracted beams
interfere constructively only if the angle of incidence satisfies the Bragg

condition?7,

The sample thickness usually amounts to 1 or 2 mm. In these cases, the thick
grating theory have to be applied and only one diffraction order is observed.
Nevertheless, when working at very small angles (<0.2°), other orders of
diffraction can be observed. The efficiency of +1% orders diffraction being
proportional to the square of the complex refractive index, conventional data

analysis can be applied also in these cases.
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1.2.7. Beams Polarization

The polarization of the beams involved in TG is another interesting parameter
that can be varied. A complete determination of the various polarizations and
their effect will be discussed within the nonlinear formalism (chapter 1.3.2),

but some specific configurations can already be described here.

Intensity Grating

When the polarization of both pump beamsis linear and parallel, an intensity
grating is formed as described above. The interference of the two beams leads
to an harmonic light grating that modifies the properties of the sample. It is
important to realize that only molecules that possess a transition dipole

moment in the direction of polarization are excited?s.

A probe beam of the same polarization will give information, not only on the
population dynamics (ground-state recovery or excited-state lifetime), but also
on the orientational dynamics. In fact, if the rotational dynamics of the probed
system is faster than its relaxation time, the first part of the diffracted
dynamics reflects these orientational motions while the final part corresponds
to the population dynamics.

The use of a probe beam with perpendicular polarization is also very useful to
study the rotational properties of the sample. In this case the diffracted signal
increases in the first part of the kinetics. Near time zero, all excited molecules
have a parallel orientation (relative to the polarization of the pump beams),
and the perpendicular probe beam is amost not diffracted. After some time,

orientational changes will increase the number of perpendicularly oriented
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molecules, increasing the diffracted intensity. Of course, this only appears if

rotational dynamicsisfaster than the relaxation one.

600 —| 90°
S
B, 400 0°
o
_D -
.
A
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V'V\/\\’
200 —| \"'«"MA.-\ N
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| I I T T I I T
0 200 400 600 800 1000 1200 1400
time [ps]

Figure 1.14: Time profile of the diffracted intensity obtained by probing rhodamine 6G in
ethanol with a parallel and perpendicular polarization. Pump and probe beams are at 355
nm and 532 nm respectively. Note that as the transition dipole at 355 nm and 532 nm are

perpendicular, it isthe parallel geometry that gives aninitial rise.

The anisotropy of the system can be determined by2°:

_ Nyg=Ng JIL‘H(I)—JI;(I) = [e_‘;
"0 Ny +2Ng 1 (1) + 2015 (1) ° (1.43)

where [!'(t) are the diffracted intensities obtained with probe pulse

polarization parallel and perpendicular to the pump one and T, the rotational
relaxation time of the solute molecule. The initial anisotropy ro gives
informations on the orientation of the transition dipole. If the probed dipole is

parallel to the excitation one, ro= 0.4 and if it is perpendicular, ro=-0,2.
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Figure 1.15: Anisotropy decay of rhodamine 6G in ethanol obtained by eq.(1.43) and best

exponential fit.

To obtain a pure population dynamic, one can work with two parallel pump
pulses and a probe beam polarized at the magic angle: 54.73° . With this
geometry, the contributions due to rotation compensate and population
relaxation time can be directly determined, even if rotational reorientation is
faster.

Another way of investigating orientational properties is to create a

polarization grating.

Polarization Grating

When the polarization of both pump beams is perpendicular, the term A, [A;

in eg.(1.6) vanishes, and the total intensity is no longer modulated. In this

""As N O cos?® and N Osin? @, the magic angle is obtained by resolution of N = 2N, which gives

sin? 0=2cos” B that smplifiesto tg?6=2.
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case, an intensity grating is no longer formed, but a polarization grating is
created.

The polarization grating can be decomposed as the sum of four intensity
gratings contributions: two circularly (rcp and Icp) and two linearly polarized
(mand p) gratings.

If the investigated sample does not exhibit an optical activity, only the two
linearly polarized at +45° (p) and —45° (m) gratings have to be considered.

rcp m lcp rcp

ONOO0/0C

Figure 1.16: Polarization of the electric field along a grating fringe formed by two
perpendicular linearly polarized beams.

The sum of these two, out of phase, linear gratings is constant and thus the
light intensity is no longer modulated. The sample is excited in al the
interacting region, but this excitation is anisotropic in polarization, thus in

orientation of population.

P m P m P m
/\ /N /N

Intensity (a.u.)

X axis

Figure 1.17: Spatial dependence of the two linear contribution of the electric field at +45°
(p) and —45° (m) in a polarization grating experiment. Note that their sum is no longer

oscillating along x direction and thus there is no light intensity modul ation.
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The electric field of the probe beam, having the same polarization as one of
the pump beams, can be decomposed in two components, each parallel to one

grating orientation (see Figure 1.18).

Probe
beam

Grating at
+45°

Grating at
-45°

Figure 1.18: Schematic representation of the diffraction at a polarization grating. The 90°
rotation of the diffracted beam is due to the 1t dephasing between both intensity gratings.

The probe beam contribution polarized at +45° only feels the p grating and is
not affected by the mone. It is then partially diffracted. The other contribution
(at —45°) is dso diffracted, but by the m grating. The two gratings being 180°
out of phase, their respective diffracted components are also 1t out of phase.
Their recombination leads to a 90° rotation of the diffracted beam

polarization, relatively to the probe one.
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Pump beams
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Probe plane

Diffracted plane
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Figure 1.19: Creation and detection of a polarization grating. The plane of polarization of
the diffracted beam is rotated by 90° compared to that of the probe beam. Thisis due to the
180° dephasing between the m and p intensity gratings.

The decay of the m and p intensity gratings is due to the population relaxation
and to the reorientation of the transition dipoles. The time dependence of the

diffracted intensity is expressed as:

g (1) = 1 ¢ (O) (et (1.44)

where kot pop are the rate constant of rotational reorientation and population
relaxation respectively. The origin of the factor 2 has already been discussed
in eq.(1.38).
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Thistechniqueis very useful for investigating:

1) The reorientational dynamics of molecule whose population relaxation
Is known3l, A single measurement allows the anisotropy decay to be
obtained directly.

2) The lifetime of dow rotating molecule or their solvation dynamics,
without producing thermal gratings. As shown in chapter 3.5.2, thisis
very useful when working with high repetition rate lasers where
accumulation of thermal phase grating limits the use of TG technique.

3) The energy hopping between chromophores. Such an experiment was

performed for instance with multiporphyrin arrays.

1.2.8. Advantagesof TG over TA

Compared to TA, TG spectroscopy has many advantages:

1) TG is a zero background technique. In TA, the transmitted pulse is
measured and small changes in its intensity have to be detected.
However, in TG, the signal is spatially separated from the transmitted
light. In this case no background light is present. It is then possible to
use very sensitive photomultipliers to increase the sensitivity. The
signal to noise ratio is about hundred times better in TG spectroscopy
thanin TA.
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TA

Without pump With pump

Figure 1.20: Illustration of the zero background detection. In TA the detector has to

measure a difference of 10 photons, with and without the pump pulse. In the TG case, the

same intensity change is much easier to detect.

2)

3)

4)

5)

The very high sensitivity of TG alows lower laser intensities to be
used. Multiphoton absorption is thus less probable and the
photochemical system is better defined (no unwanted species formed).
The irradiation region is also reduced due to this high sensitivity.
Degradation problems are then limited.

Density gratings and all related energetics investigations can be
performedi?22, Furthermore, transient thermal phase grating can be
used to investigate species that do not absorb in an accessible region or
have small absorption coefficient. This can be achieved by detection of
the heat dissipation dynamics, arising from their decay33.34.
Reorientational properties can be investigated through polarization
selective TG293L, Such an experiment will be described in detail in

section 4.5.
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1.3. Nonlinear Optics

The nonlinear optics theory has been developed right after the realization of
the first laser, when phenomena such as Second Harmonic Generation (SHG)
were observed3s. Thistheory allows all processes dealing with electromagnetic
waves to be described within a unique formalism. After the basic principles
and the definition of tensors, the transient grating and other spectroscopies,

such as time resolved resonant CARS, will be described.

1.3.1. BasicPrinciples

The interaction of light with matter is known as the light induced polarization.
It corresponds to the dipole moment per unit volume induced by the electric
field of the optical wave.

In conventional optics, the induced polarization (P) depends linearly on the
electric field (E). It isthus called linear optics.

P(t) = xVE() (1.45)
where E(t) is the fast oscillating electric field of the light and ¥ the first-
order susceptibility or linear susceptibility. ¥ isasecond rank tensor.

A tensor is a multidimensional vector. For instance x* is a second rank tensor
that describes the different orientations of the polarization (in the 3 directions
X, Y, 2) of the two electric fields involved (the incident and created fields). It
possesses 3° = 9 polarization arrangements. x is thus composed of 9

elements:

@ @ (@) 1) @ (€ (1) (1) (€
XX,X Xx,y Xx,z Xy,x Xy,y Xy,z Xz,x Xz,y Xz,z
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Another way to write these tensor elementsis:
(1)
Xi.; (1.46)

with i and j standing for the 3 Cartesian coordinates of the fields.

Equation (1.45) is only a limit valid for low light intensity (pre-laser era).
More generally, the polarization can be expressed as a power series of the
electricfield:
P(t) = P (t) + P (t) + PO (t) +...
= XVE®) + xPE* (1) + x VB (D) +.. (1.47)

where ¥ and x are the second and third order nonlinear susceptibility
tensors, containing 3° (= 27) and 3* (= 81) elements respectively.
The polarization being proportional to higher orders of the electric field, one
speaks of nonlinear optics.
Due to the small magnitude of their related susceptibility, the higher order
polarizations are only important with intense laser beams:

xP=1 X2 =102 m/v X2 =102 m?Vv?
Furthermore, in centro-symmetric media (such as liquids), every even order
vanishes. This can be easily demonstrated by looking at the polarization for
the two opposite directions of the electric field:

5(2n) — X(Zn)E(Zn)

ad PO = (B = yenEEn (148)
then

o(2n) — _pflan) (2n) —
pe = plm [ yen =g (149)

When working in liquids with peak power of MW to GW, one only needs to
look at the first and third order susceptibilities to account for the various

phenomena encountered.
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Second Order Susceptibility

For reason of completeness, it is nevertheless interesting to look first at the
second order polarization. It is responsible for SHG in non centro-symmetric
crystalsfor instance.

Using an incident field of the form:
E(t,2) = E, cos(wt —k,z) + E, cos(w,t —k,2) (1.50)
with ki, the wavevector components in the z direction and w,, the wave

frequencies, the second order polarization, which is proportiona to E? is

expressed at the sample (z=0) as:
E?(t) = E2 cos’(wyt) + E2 cos*(w,t) + 2E,E, cos(wt) cos(uw,t) (151)

Remembering the trigonometric relations:

cos?(a) :%(1+ cos(a))

(1.52)
cos(ar) [Bos(B) = = cos(a +B) + = cos(a ~ B)
2 2 (153)
Equation (1.51) becomes:
E*(t) = % (E2+E2)+ % (E? os(2wit))+ % (E2 reos(2u,1))
+E,E,[cos(w + o)t +cos(y — )] (154)

The first term is time independent and corresponds to the optical rectification
in the sample. The second and third terms oscillate at the double input
frequencies. This corresponds to the SHG (in usual case w; and w, are
identical). The last term possesses contributions a sum and difference
frequencies.

Thus a system with x® # 0 will exhibit polarization at the frequencies:
20 20 (VIRV} W - Wy
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Nevertheless, these different phenomena will not take place simultaneously.
To selectively obtain one of them, their specific phase matching condition
has to be fulfilled.

For instance, the sum frequency generation is only possible when:

k(w, +w,) =k(w) +k(w,) (1.55)
Ny00; = N6 +N,00, (1.56)
In a dispersive medium, the refractive index increases with the frequency. The
previous condition can therefore only be achieved in birefringent crystals. In
this case the refractive index depends on the direction of polarization of the
optical radiation. The highest-frequency wave us has to be polarized in the
direction of the lower refractive index (the extraordinary polarization in a
negative uniaxial crystal). Note that it implies a2 rotation of the polarization

of the wave at 2w relatively to that at w. Two arrangements can be used:
1) If an angle @ between the incident beams is adjusted, the conversion

efficiency issmall, but spatially separated from the incident beams.

K(w)
k(m ) kerw)
K(w+w) K(w)

Figure 1.21: Phase matching condition for the sum frequency generation in a birefringent
medium. The angle @ between the two incident pulses limits the interaction length, but

allows an easy spatial separation of the new field.

2) Collinear geometry. In this case the interaction length is maximal, and
rotation of the birefringent crystal allows the phase matching condition
to be fulfilled.
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Nevertheless, the notation of nonlinear phenomena is rather complicated. In
the study of third order processes, a general resolution of the equations is
almost impossible to obtain, and each case of interest has to be studied with its

own approximations and symmetry properties.

1.3.2. TG intheFramework of NLO

Transient grating spectroscopy is a four wave mixing (FWM) technique: two
pump and one probe beams are mixing together to produce a fourth diffracted

beam. This technique depends on the third order nonlinear susceptibility:
R(3) (w,) = Xi(j3k)l Ej () B, (w,) [E (w,) (157)
where P®(w,) is the third order polarization amplitude at frequency wy, and

along the polarization direction i (i standing for the x, y, and z directions). E;,

E., E are the amplitude of the incident electric fields along the j, k, and |

directions, and x{; istheijkl element of the third order susceptibility tensor.

The polarization resulting from the mixing of the three input waves oscillates
at afrequency wy, and produces a new electromagnetic wave at this frequency,
when the phase matching condition is fulfilled.
In the case of the TG experiment, the general expression described above can
be smplified, due to the fact that both pump pulses possess the same
frequency wy.
Furthermore, the diffracted wave oscillates at the same frequency as the probe
one. It isthen possible to express the generated field frequency as:

Wy = W,

= Wy + 00y, = Wy (1.58)
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The negative frequency is a mathematical trick to express an electric field as a
complex quantity. As it is a physical measurable quantity, it must be purely
real and hence a conjugated complex must exist. It has then been defined as:

E (w) =E (-w) (1.59)

Combining eq.(1.57) with the above simplifications gives:

I:?(3)(00(1” =W, +,, ~ wpu) = Xl(J?()| Ej (wpf) [E, (wp“) DEl* (wpu) (1.60)

Here again, phase matching condition is essential to allow this new wave to

grow in the sample. It can be expressed as:

‘kdif‘:‘kpr Ko Ko (1.61)

Note that this condition is equivalent to the Bragg condition.

K

pr

Figure 1.22: Vectoria phase matching diagram and experimental geometry for an in-plane

transient grating experiment. The phase matching condition is Kt = Kpr + Kput - Kpuz.

The new electromagnetic wave formed at frequency w, originates from the
third order polarization of the sample. It can thus be expressed by the wave

eguation adapted for polarization:

%j +_8(X)§I P(S)( ? (1.62)

The following simplifications can be made to solve this equation:

1) Theinput beams are not depleted or attenuated in the sample.
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2) The électric field is considered to be only slowly varying in space and
time compared to its exponential periodicity. This is known as the

slow-varying approximation.

The diffracted intensity is obtained by solving eq.(1.62) with eq.(1.60):

2 in2 Ak Ldl
Idif = %Q %q:}(l(jsk?‘z D pr D pul D pu2 EISITnAlET/%)
" 1 (1.63)

where c is the speed of light in vacuum, d the length of the interacting region
and Ak the phase mismatch (Ak = Ky + Kpu - Kpuo- Kaie).-

If the phase matching condition is not satisfied (Akz0), the intensity of the
diffracted beam varies periodically with the interaction length. Here again the
thin and thick grating can be represented:

In athick grating, diffraction is only possible if the coherence length, defined
as L. = 2/Ak, is longer than the sample thickness. This implies that the phase
matching condition is fulfilled and thus, the Bragg geometry is used.

In a thin grating, the sample thickness is smaller than the coherence length,
even when Ak # 0. In this case, the Bragg condition is no longer necessary for

diffraction and many orders of diffraction are present.

Time Dependence

In order to look at the time dependence of the diffracted intensity, the time
dependence of the polarization has to be determined.

The Fourier transformation allows P(w) to be converted in the time domain.
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The polarization described in eq.(1.60) can then be expressed as.

t t t
I:)i(3) (t) = J-dtl Idtz J-dtB[Fij(Ifl)) (t _taat _tz,t - tl) [Ej (ts) DEk (tz) DEI* (tl)] (164)
where F? is the Fourier transform of x¥( ou = wy+wy-0d), and ty,5 are the
arrival time of the pulses on the sample. In the TG technique, the two pump

pulses are time coincident at time 1 and equation (1.64) can be rewritten as6:

RO () = EF O ofF (¢ - 1) LB (1) CE (1)
J (1.65)

t t
RO(t) = [t (ot —t,)EX (t—t,)]| O o] F2 (¢ - 1) LEX () [, ™2 (1)
where the pump and probe processes have been separated and o(t-t3) =

Fi (t—t;) is the Kronnecker delta. Solving the wave equation (1.62), with

this polarization expression, gives the diffracted intensity at the probing time
tq 36:

2

g (t3) = Eﬂgwmjdt 0, (ty —t) tolr [Fi;k?)(t—T)Dpu(r)D (1.66)
[nC [] E Wy, 0 H

where it is assumed that the two time coincident pump pulses have the same
intensity. The two integrals represent the convolution of the sample response

with both pump pulses (last term) and with the probe pulse (first integral).

Symmetry Properties

To calculate the diffracted intensity, the tensor xfj (or its Fourier transform

Fi (t)) has to be known. As described previously, a fourth rank tensor

contains 81 elements. Fortunately, symmetry consideration alows many

simplifications.
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In isotropic media, such as liquids, 60 tensor elements are zero. Thisis due to

the fact that the elements must possess an even number of similar Cartesian
index. With an odd number, as with ¥,,,,, @ wave polarized in the x direction

should be produced by 3 waves polarized in the y direction. This is not
possible in isotropic media as the response should be in both the +x and —x
direction and thus vanish.

Furthermore, symmetry properties allow the indices to be permuted. The 21

remaining elements can only have four different values:

X111 = X222 = X333
X122 = Xusz = Xoo11 = X233 = Xazzir = Xaaz
X212 = Xuz13 = X221 = Xzszs = Xazuzr — Xazze

Xizo1 = Xuzar = Xouz = Xasze = Xaus = Xaoos (1_67)
These values are also related by the following equation:

X = Xasze ¥ Xazsz + Xszm (1.68)

In the specia case of TG, both pump pulses have the same frequency and can
thus be permuted. A further ssimplification is possible:

X212 = X221 (1.69)

From the 81 elements of the third order nonlinear tensor, only 21 are nonzero

and only two (X,,,, and X,,,,) areindependent in a TG experiment:

X111 = Xuzze ¥ 21012 (1.70)

To calculate these elements, it is necessary to look at the physical process they
depend on. In a condensed phase TG, the nonlinear susceptibility can originate
from four different physical processes. The tensor can then be expressed as the

sum of these four contributions3é:

3 —

X5 = x50 + x5 () + x5 (d) + x5 (p) (1.71)
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Electronic Contribution x) (e)

When an electric field propagates through a dielectric medium, the bound
electrons respond to this field and become aligned to it. The electronic
anisotropy thus created induces a birefringence in the medium'”. This effect is
known as the electronic Optical Kerr Effect (€OKE). The response can be
considered as instantaneous, even with fs pulses, and does not last after the
electric field has left the sample. This contribution corresponds to the
convolution of the two pump pulses with the probe pulse.

Within the Born-Oppenheimer approximation, the related susceptibility
X{% (e), have the following additional symmetry property3s:

X (e) =3, (e)
=3X 5 (8) (1.72)

Nuclear Contribution x{}) (n)

The nuclei of the sample cannot oscillate at the optical frequency to reorient.
However, two beams are interacting in the media, and the optical field has to
be squared. Therefore, as described in eq.(1.54) a component of the electric
field independent of the optical frequency is aso present. This is responsible
for the optical rectification. This constant electric field will last as long as the

beams cross the sample. The reorientation time of organic solvents being in

V' As aready mentioned in section 1.2.3, the refractive index can be understood as an electronic absorption-
emission to a virtual state. When an anisotropy is induced in the electron orientation by a pump pulse, the
refractive index becomes also anisotropic, and thus polarization dependent. One speaks of induced

birefringence.
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the order of ten ps (for benzene for instance), a 30 ps laser pulse induces an
alignment of the molecules along the optical electric field?. This is of course
only possible with molecules having a permanent dipole moment or an
anisotropic polarizability.

This effect is known as the nuclear Optical Kerr Effect (nOKE) and is lasting
as long as the anisotropy is present. In general, this contribution vanishes by
reorientation afew ps after the pulses have left the sample.

Due to its symmetry property, the following relationship can be deduced for

the nuclear susceptibilitys3e:
Xitu () = —2X 1 (n)

=2 x2,(n)
3 (1.73)

Density Contribution x> (d)

As aready mentioned in section 1.2.4, heat release, due to excess excitation
energy or fast non-radiative conversion, is responsible for acoustic wave
production. The density contribution of the nonlinear susceptibility accounts
for this phenomenon. Its time dependence is the same as that of the density
refractive index (eg. 1.18). With small crossing angle, this contribution only
appears ns after the excitation and can last for ps.

Its specific symmetry property is:
Xiz2(d) =0 (1.74)

Xt (d) = Xi52(d) (1.75)
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Equation (1.74) corresponds to the case when two perpendicular polarized
pump beams are used and no intensity grating, and thus no density grating is
formed.

Population Contribution x (p)

The population changes modify the optical properties of the sample. For
simplicity, it is convenient to consider a two-level system with a ground, g,
and excited, e, state population. In this case the total linear polarization is the

sum of both contributions:

P=P,+P,
=X, [y + X, (E, (1.76)

For isotropic media, the linear susceptibility is defined as?:
Xon =N OF [, w77

where N is the molecular density, a the orientationally averaged polarizability
of the moleculesand f the Lorentz local field correction factor:

n*+2

-3 (1.79)

The excited-state population density following a fast laser excitation can be

f

assumed to be:

N (x,t) =0 N, O, (x) &

tot

(1.79)
where ¢ is the molecular absorption cross section, k the rate constant of
deactivation of the excited-state, 1,, the spatially modulated pump intensity
and N the total population.

Ny = Ny (X,1) + N (X, 1)

tot

(1.80)
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The polarization can then be rewritten, assuming N, = N, as!

P:Xél) EEg +[0ENtot CIf [(O(e _ag)ﬁ_km]EI pu(x) EEe

(1.81)
or as
P = Xi? [ (0,) + X (P) (B (0,) BB (@) [E (@) (g go)
with
X(P) =2 (BN, (f (R (e
o (1.83)

The third order nonlinear susceptibility can thus be calculated from the

polarizability difference between the ground and excited-states.

The symmetry property of this contribution is more complicated. In fact it
depends on the angle between the transition dipoles involved in the pump ()
and the probe (u,) processes. Myers and Hochstrassers” have expressed the

susceptibility taking into account the polarization anisotropy r.

1-r
(3) -
Xiz(P) = = (164
X2(p) = -
= 2 (1.85)
and thus with eq.(1.70):
1+2r
3) —
Xim(P) == (1.86)
where the anisotropy is described by:
2
r=—{P u r
5( b ) (1.87)

with P, being the second Legendre polynomia and the brackets standing for

the average angle between the transition dipoles.
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Three main cases can be considered:
A) There is no correlation between p,, and L. In this case, the probe
pulse arrives in the sample after all information about the polarization
has disappeared. This means that the sample isisotropic. Asr = 0 the

relations between the susceptibility tensors are:
Xizz (T =0) =0 (1.89)
X (P, T =0) = X0, (p.r =0) (1.89)
B) W and p, are parallel. The Legendre polynomial is 1 and the

anisotropy is thus r = 2/5. The relations between the susceptibility

tensors are:

X3a(p.r) =3, (p.1)
= 35(912( P, r||)

C) Mpu and i, are perpendicular. In this case the Legendre polynomial is—

(1.90)

1/2 and thus the anisotropy r = -1/5. The following relations are valid:

1
Xﬁ)ll( p1 rD) = E D(ﬁ)zz( p’ rD)

=-2 D(S)lz( P, rm) (1_91)

The symmetry properties of the tensor elements for the six physical processes
mentioned above are different. They can thus be separated by selective
polarization TG measurements. By choosing the appropriate arrangement of
polarization of the pump, probe and signal waves, one can eliminate one of
these processes.

The easiest example of this selective polarization TG has aready be

mentioned in section 1.2.7, where the polarization grating (corresponding to

x2.) had no density grating contribution (x!3,(d) =0) and decays with the

rotational time of the molecule, i.e. the loss of anisotropy (X2, (p,r =0) =0).
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More generally, one can calculate for a specific pump-probe polarization, the
detection polarization, &, needed to eliminate the contribution of each specific
process. For instance for the geometry:

Pumpl: 0°, Pump2: 0°, and Probe: 45°

the values of & are summarized in Table 1.1%,

Physical mechanism Xith X1tz X1tz ¢
Electronic OKE 1 1/3 1/3 -71.6°
Nuclear OKE 1 -1/2 3/4 63.4°
Population :
Hpu i Hpr 1 13 1/3 -71.6°
Wpu 0 Mpr 1 2 -1/2 -26.6°
r=0 1 1 0 -45°
Density, Acoustic wave 1 1 0 -45°

Table 1.1: Relative values of the tensor elements of the third order nonlinear susceptibility
originating from the different physical processes taking place in a TG experiment and
signal beam polarization angle & which suppresses the contribution of the given process for

the set of polarization (&, 45°,0°,0°).

Note that the eOKE and the parallel population contributions have the same
symmetrical properties and thus can not be separated geometrically.
Nevertheless, time dependence of these physical processes is often different
and separation is easy, as long as the population lifetime is greater than the

laser pulse duration.
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1.4. CARS

As seen in the previous section, TG can be used to obtain many information
on a photophysical system, such as population dynamics, energetic or
reorientational time. However, unless working in the IR, no information about
structure and time resolved structural changes can be obtained. Such
information can be determined by Time Resolved Resonance Coherent Anti-
Sokes Raman Scattering (TR*-CARS) spectroscopy.
Spontaneous Raman scattering does also gives the same information, but
CARS spectroscopy possesses the following advantages:
1) Its sensitivity is orders of magnitude higher (typicaly 10" to 10" for
the resonant and double resonant case).
2) lItssignal isnot hidden by the fluorescence of the sample.
3) Its signa is well collimated (as a laser beam) and can thus be easily
separated from the ambient-light background.
This technique is also a four wave mixing process and can thus be expressed

in the NLO and grating formalisms.

1.4.1. CARSIintheNLO Formalism

Looking at the following energy level diagram, one can interpret the CARS

spectroscopy as a succession of absorption and emission of light.
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Figure 1.23: Four-level energy diagram and phase matching conditions for CARS
experiment. g is the ground-state and v the first vibrational excited-state. In double resonant
CARS, e or € can be electronically excited-states, otherwise they are virtual states.

First, an electromagnetic wave of frequency wy, interacts with the sample,
bringing it in a virtual state e. The second beam at frequency ws induces the
"emission"” to the first vibrational excited-state v. The sample is excited again
by the pulse wy, to an €' state that goes back to the initial state upon emission of
an anti-Stokes radiation at (..

Of course, this sequential representation is not correct as al four beams are
simultaneously in the sample, but it facilitates the physical comprehension of
the CARS spectroscopy.

The phase matching condition has also to be satisfied:

Kol =k, +k, =k, (L92)
However, a new difficulty arises from the fact that, for a given geometry, this
condition can only be fulfilled for a single Stokes frequency. In practice, a
broadband pulse is used as Stokes pulse and the geometry has to be adapted

for each of the vibration investigated.
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CARS can thus be seen as a four wave mixing process involving 4 different
electronic states. Note that the states e and € can be virtual (in CARS and
resonant CARS) or electronic states (in double resonant CARS). The
polarization is:

P (0w, = W, +w, — ) = xﬁ-i? E; (w,) LB (00;) E (w,) (1.93)

Asin TG, we have the following relation between the non-vanishing terms of
PR

X111 = Xuze ¥ X212 T X2z (1.94)
but with

X 1122 = X1212

% X121 (1.95)

Solving the wave equation (1.62) with this polarization allows the CARS
intensity to be determined as:

s DX 0,0, 0;0° minc2[EK L0
020 (1.96)

where L is the interaction length and Ak the phase mismatch. Note that this
o

equation is the same as eq.(1.63), as sinc*(a) = Sin (O‘%2 :

In a four-level system, such that shown in Figure 1.23, the nonlinear

susceptibility is described as 48 permutations of a 8 terms summation

expression. ¥ isthus the sum of 384 elements™.

Most of these elements are negligible and working near the Raman resonant
frequency (was = 20, - ws) alows 16 of the terms to be strongly enhanced.
Assumption as been made that only the level g is initialy populated (no

thermal populationinv).
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The nonlinear susceptibility can thus be split in a Raman resonant and a

nonresonant contribution.
3 — v 3)
Xijkl - Xijkl (R) + Xijkl (NR) (1_97)
with the Raman resonant part of the susceptibility written as*:

N 1
X (R) =5C :
Wy, — 0, + 0, iy,

x Z g uge' q'le'v + p‘ge' |j'le'v B

e |j*)e‘v + was + iye'v we'g - was - iye'g []

U U
XZD u\le% + pvelj'leg |:|

& {0y T 0 _iyeg Wy ~ Wy _iyeg 0 (1.98)

where y;; are the spectral bandwi dth¥ and i the transition dipoles.
Contrarily to the nonresonant susceptibility which is purely real, the resonant

oneis complex, and eq.(1.97) can thus be given by:

The imaginary part being 90° out of phase compared to both real parts, it
cannot interfere with them and the CARS intensity can be expressed with
Ak =0 as:

1 2 2[] .
lws U 01 i, (R +[X03 (R)+ X (NR) (Y, 01, 0,
(1.100)

V One has to remember that the spectral bandwidth is related to the decay rate accounting for the damping
1
+

phenomenon as shown by the expression; y =
2T[EF1 T[D—Z

, Where T, is the population lifetime of the

states, and T, the vibrational dephasing time.
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The nonresonant contribution of the CARS signal interferes with the real part
of the resonant contribution. The CARS signa is thus rather difficult to
interpret. The nonresonant part being always present, the signal shape changes
with the amplitude of the resonance and thus with the concentration of the
species studied42.

By grouping together the nonresonant term of x® with the background
susceptibility of the solvent in a term B, Lotem and Lynch43 have rewritten
x© as

R

w, — (0, —w,) —irl,

X (=0, +w, —w,) = B"'Z
(1.101)

with
H I'lgel'ler ugeuer
R = ZC?B» ~ W, —il'e+ooe+oop—il‘e
o Mery o omens fE
?Bﬂe w, =il W, +w, —|F (1.102)

where wy ¢ is @ Raman and electronic allowed frequency of half width I}, ¢

respectively. The summation is made over al the Raman bands of the system.

One can rewrite eg.(1.101) using the Raman half width at half maximum I,
the real and imaginary parts of R;, R and I, and the detuning from a particular

Raman frequency, & = w - (W, - W) as:

+il
X (0, =w, —w, +w) = B+26R’_“_r
0, —il, (1.103)

The line-shape is related to the CARS intensity and thus to the square of the
absolute susceptibility.
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XOf =Bt +Bry 5 i 525 o

R +il, R —il,
+z6 _|r qé +|r (1104)

For simplicity, let's consider an isolated Raman line. In such a case, the

summation over r can be dropped and one obtains:

, . 2BRd . 2BII,  R*+17
B+62+r2+62+r2+62+r2
: : : (1.105)

2
(3) —
X©| =

The first term is the background signal arising mainly from the solvent. It is
only slowly varying in the frequency domain. The second one is a dispersion-
shape cross term depending on the sign of R and increasing linearly with
concentration. Its contribution is important for low concentration solutions as
it interferes with the constant background. The third term possesses a
Lorentzian shape centered at & = 0, and scales linearly with concentration. Its
sign depends on that of |I. Here again its contribution influences the signal
mainly at low concentration. The last term is a positive Lorentzian centered at
0 = 0. It scales as the square of the solute concentration and becomes dominant
at high concentrations of the solute molecule.

Depending on the magnitude and on the sign of R and | and aso on the
concentration of the solute, the CARS spectrum can change from a negative
Lorentzian to a dispersive shape and finally to a positive Lorentzian for higher
concentration.

Note that both Lorentzian contributions are centered at & = 0 and can thus not
be separated. It isthen possible to express eq.(1.105) with only three terms:

A, CB
2 2 2 2
6+l o+ (1.106)

X[ =w+

where

W= B? A=FR+12=2BIT, C=2BR  (1.107)
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Figure 1.24: Simulation of a typical CARS spectrum near a resonant Raman vibration

frequency (A) and itsreal (dispersive, B) and imaginary (Lorentzian, C) contributions.

Further enhancement of the CARS signal by a factor 10* can be achieved by
double resonance. In such a case, frequencies are adjusted so that the e or €
state corresponds to an electronic excited-state.

Wp = Wee = Wso.sn and Wp - Ws = Wy, = Wyovn  (1.108)
In this case, electronic resonance is also achieved and specific elements of the
susceptibility are enhanced. This second resonance allows dilute molecules
down to 10° M to be studieds2,

1.4.2. CARS In the Grating Formalism: Moving
Gratings

It is aso possible to understand the CARS spectroscopy within the
holographic formalism. In this case, the grating is formed by the interaction of

the pump and the Stokes pulses, and is read by the second pulse at w,.

The magjor difference with the TG technique is that the two pulses that creates
the grating are not at the same frequency. As a consequence a moving grating

is formed and the diffracted beam is shifted in frequency.
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Constructive

Ka(w)

Ko(02)

Destructive

Figure 1.25: Moving grating formation with two pump beams at different frequencies. The
grating vector is perpendicular to the grating direction. The diffracted beam is shifted in

frequency by Q = wy, — ws.

Moving Grating

When two beams arrive on a sample with an angle 2¢, they interfere. In the
case of two identical frequencies, this results in a stationary grating. However,
if the frequencies are different (w, # wg), the maxima of interference move
with time in the x direction. This grating possess a so-called sweeping
frequency Q:

0 =0, ~ Wy (1.109)

and the intensity of the light on the sampleis:

I R

21 (1.110)
producing a similar photophysical grating. It is interesting to notice that if the
photogenerated species lives longer than the sweeping time (Kpop << Q), N0

diffraction is present. For instance, a moving grating formed with two pulses
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a 530 and 540 nm, have a sweep frequency of 10" Hz. Thus, processes
slower than 100 fs do not contribute to the diffracted signal, as they don't
generate any modulation in the x direction. In such a case, only electronic and
vibrational properties can be investigated.

This technique can also be used to study short living species with long pulses.
The temporal resolution is no longer limited by the pulse duration, but by the
frequency shift. Using a broadband ns pulse, one can investigate ps excited
lifetime, by analyzing the diffracted spectrum. A broad diffracted spectrum
corresponds to a fast deactivation and vice versa. A high-resolution
spectrometer is needed as a 10 ps lifetime corresponds to a5 cm™ bandwidth

around 500 nm.

Coherent Vibrations

As the moving grating has a sweeping frequency Q = w, — w, the vibration of
the molecule is driven by aforce2s:

Fzt) =2 HE &,

94 14 (1.111)

where Ep_sare the oscillating electric fields of the probe and Stokes beams, g

the vibrational coordinate and a the optical polarizability of the molecule. The
vibration being driven by the electric field is coherent and thus creates a well
defined modulation of the refractive index. The probe beam that strikes this
moving grating in the phase matching geometry is diffracted and frequency
shifted by + Q. The contribution at w, + Q isthe CARS signal.
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1.5. Transient Dichroism (TD)

The transient dichroism is based on the same principle as the transient
birefringence, and alows the investigation of orientational anisotropy of
absorbing molecules.

As only 2 beams are needed, TD is experimentally easier to achieve than
polarization grating. Nevertheless, further treatment of the signal is needed to
extract the anisotropy decay rate constant from heterodyne TD.

A A |

Probe y N ] v /[ Sond <>
Aple
Pump'\

Figure 1.26: Scheme of a TD experiment. Dichroism, induced by the pump pulse in the
sample, rotates the polarization of the probe pulse, that is thus partially transmitted through
the crossed analyzer.

A linearly polarized pump pulse induces alinear dichroism in the sample.

In other words, only molecules having their transition dipole oriented parallel
to the electric field are excited”".

The probe pulse is also linearly polarized, but at 45° relatively to the pump
pulse. It can be decomposed in two components, one parallel and one

perpendicular to the pump orientation.

V! Note that the excitation probability is proportional to cos’® when 8 is the angle between the transition
dipole and the pump pulse polarization. Nevertheless, for ssimplicity one speaks of parallel and perpendicular

orientations.



58 Chapter 1

Probe
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I -
component component
| . Analyser

Pump orientation

Figure 1.27: Transient dichroism geometry. The probe beam can be decomposed in two
components, one being parallel and the other perpendicular to the pump polarization.
Without any anisotropy in the sample, the probe beam is completely blocked by the crossed
analyzer.

If anisotropy is present, the two components are not transmitted identically. In
the case where the probe wavelength is the same as the pump one, the parallel
component is less absorbed than the perpendicular component, due to the
bleaching of the ground-state. This is known as transient dichroism. The
reconstruction of the probe pulse leads to arotation of its polarization.

A similar experiment, known as nuclear OKE, can be performed with non-
absorbing samples. In this case the population of the ground-state is not
anisotropic, but the orientation of moleculesis driven by the electric field. The
change in refractive index along the direction of the electric field induces a
transient birefringence. The dephasing between the parallel and perpendicular

components of the probe beam leads to the rotation of the overall polarization.
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Figure 1.28: Time evolution of the transmitted pulse in a TD experiment. At time 0O, both

components are equally absorbed. When anisotropy is present, the component paralel to
the pump polarization is less absorbed, due to the bleaching of ground-state absorption.
This induces a rotation of the polarization of the probe pulse and thus a part of the beam
can go through the analyzer. After rotational motions have washed out the anisotropy, both
components have again the same intensity and no signal is detected any more. Finally, the

ground-state is repopul ated and the sample returnsto itsinitial absorbance.

To detect this rotation, a crossed Glan Taylor polarizer is placed in front of the
detector and adjusted so that no light goes through without pump beam. When
the anisotropy is formed, a part of the probe beam is transmitted and is

detected. The anisotropy vanishes due to reorientation of the transition dipole,
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and the probe polarization returns to its initial orientation. The signal comes

back to zero and further deactivation of the excited speciesis not detected.

1.51. TDintheNLO Formalism

It may be surprising to express the TD, that only uses two beams, as a FWM
technique, but in fact four electric field interactions are occurring, even in this
simple experiment. Two of them come from the pump beam, one from the
probe and the last is the signal.

For an optical excitation, the light intensity must be different from zero. Asthe
intensity is defined as the square of the electric field, it is aready clear that
excitation of the sample need two electric fields. In TD, as in transient
absorption for instance, these two electric fields come from a single pump
beam.

As TD is a FWM technique, it can be described in the NLO formalism. To
avoid too many repetitions of this formalism in this thesis, only the detected
intensity is shown, but a complete description of this phenomenon can be
found in the literatures4.

=50 PO o, -y s, e, E00)

(1.112)
where n is the refractive index, | the sample length, w the pump and probe
frequency, X and Y the unit vectorsin x and y direction.

Note that, in the case of TD (change in absorbance), only the real part of E+p
has to be considered, and that the imaginary part corresponds to transient

birefringence (change in refractive index).
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1.5.2. Homodyne and Heter odyne

In the previous description, it has been postulated that in absence of
anisotropy, no light goes through the crossed analyzer. This corresponds to an
homodyne TD. Nevertheless, it is often very difficult to adjust the Glan Taylor
polarizer so that it completely switches off the probe beam. Furthermore,
optical elements, such as lenses, might be slightly birefringent. A leak is thus

often present and interacts with the signal.

Homodyne TD

This case is easier to interpret, as the signal is directly proportional to the
square of the changes of absorbance AA and refractive index (due to

population) An,, and thus to the square of the concentration difference (AC).

|» OAA? +An* OAC? (1113)

Nevertheless, it is amost impossible to avoid leaks through the analyser.
Furthermore, their presence can change the previous relation as described in
the following section. It is therefore better to induce artificially a leak than

trying to work with an unknown one.

Heterodyne TD

This technique requires more experimental work, but has the advantage of
being completely controlled. Furthermore, a linear relation between I+p and
AC is achieved.
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To induce aleak through the analyzer, different methods are possible:
1) One can dlightly rotate (< 1°) the detection polarizer. In this case, part
of the light is detected, even in absence of anisotropy in the sample.
2) A similar result can be obtained by adding a A/4 plate. In this case the
polarization of the probe beam is no longer linear, but dightly elliptic.

The part paralel to the analyzer is always detected.

As a consequence, the artificial leak interferes with the transmitted signal due
to anisotropy, and the detected intensity is:
|, DEE
D (ELO + EHTD)I:(ET_O + E:—lTD)
OB +EZy + 2[Re|§ Eio +Ermp[
(1.114)

where E, o is the electric field of the local oscillator (Ieak), and Eyrp that of
the Homodyne Transient Dichroism (HTD) signal. E, o being constant, it only
appears as a background signal and do not vary with time.
In the case where E o >> En1p, the crossed term is dominant, and the detected
variation of intensity is:

I, O zmeﬁ .+ EHTDﬁ

By (1.115)

In a more general case, the contribution from EZ., can be eliminated by

performing two different measurements. By changing the experimenta
conditions, it is possible to force the interaction between the leak and the
homodyne signal to be constructive or destructive.

For instance, if the leak comes from a misalignment of the analyzer, changing

the polarization of the pump beam of 90° will also change the phase between
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the leak and the HTD signal. The interaction is once contructive, and once
destructive. This behavior can beillustrated as follows:

Probe Probe
beam beam
Pump at>0 at>0 Pump
' orientation

Analyser

Destructive
interference

Constructive
interference

Figure 1.29: Constructive and destructive interference in heterodyne TD. The leak is
constant and the pump polarization is turned by 90° to induce either constructive or

destructive interference between the leak and the homodyne signal.

By subtracting the two signals obtained, one can eiminate the E’

contribution:

2 2 *
IConstr =1 Destr N ELO + EHTD + ZERGH ELo + EHTD

- %io + E2HTD - ZEREE ET_O + EHTD %

04 [Re@ E, +E,m 116

A similar result can be obtained by keeping the pump polarization fixed and
changing the direction of the analyzer. In the last case however, a rotation of

only 2° is necessary and experimental imprecision isimportant.

The heterodyne TD signal has a linear dependence with concentration
changes. A time resolved experiment gives thus directly the anisotropy rate
constant.
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In ahomodyne TD, this time dependence should be two time faster, but due to
frequent uncontrolled leaks, complicated relations are often obtained4s. This
technique should then not be used, to avoid misleading results to be observed.
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2. Experiment with ps Pulses

2.1. Introduction

Femtochemistry is of course the ultimate limit to chemistry, but many
phenomena can be investigated in the ps time scale. For instance Electron
Transfer (ET) reactions®33, energy transfer3246, rotational dynamics of
dyes3147, and many others can often be studied with ps resolution.
Furthermore, working with ps pulses is a very good way to acquire the skill
needed for fs experiments.

It was then logical to begin this thesis with two different types of ps
experiments. determination of the lifetime of excited-state radical ions and

time resolved CARS experiment.
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2.2. Investigation of the Excited-State Dynamics
of Radical lons in the Condensed Phase
Using the Picosecond Transient Grating

Technique

2.2.1. Introduction

According to the Marcus theory48, the rate constant of intermolecular ET
depends on the energy gap between the initial and final states of the
reaction. The relation between the ET rate constant and the free energy
(AGgr) being Gaussian, highly exergonic reactions should be in the so-
called inverted region, and thus be slow. However, as shown in Figure 2.1,

this inverted behavior has not been shown experimentally for these

reactions.
A ° og ©
10-
< 94
8 K = kEr' kD|f
8 7] a kET + kDif
7 -
6

1 2
-AG_ [eV]

Figure 2.1: Experimental ET quenching rate constants as a function of the free energy and
fit using Marcus theory for the ET rate constant49. Highly exergonic ET reactions are faster

than predicted for the inverted region.
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To account for this discrepancy, two explanations have been advanced:

1)

2)

In highly exergonic reactions, the ET can take place over a long
distances. Inserting this parameter in the Marcus equation, the
observed data can be fitted4. This hypothesis has one major drawback,
as the intermolecular distance needed to correct the Marcus curve
becomes huge. The ET should take place over distances as long as 10
angstroms (A) for free energy differences of 2 eVso,

lons are formed in an electronic excited-state. In this hypothesis, atwo
steps mechanism leads to the formation of the ions in their ground-

state. The free energy that has to be considered in the Marcus theory is

0

no longer AGY,, but AGZ, (see Figure 2.2), that can be significantly

smallerst, The problem of this assumption is that the excited-state of
the radical ions was never observed. An explanation for this lack of

experimental evidence could be due to a very short lifetime of such

Species.
A + D*
A A OD
IAGCS A +D™*
A
NG,
hv AG2 —AGSH
v v A +D"
A\ 4
A+D

Figure 2.2: Energy level diagram for photoinduced ET reaction®2. The formation of the ions

in the excited-state may explain the absence of the inverted behavior for highly exergonic

reactions.
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Few years ago, Majima and co-workerss3 used an indirect technique based on
the rate constant of electron transfer quenching, to determine the lifetime of
excited radical ions. They found a lifetime as long as 4 ns for anthraguinone
radical anion (AQ").

This value is surprising, because no fluorescence is observed with thision in
solution, suggesting a much shorter lifetime. Therefore, we have performed
direct measurements to determine the excited-state dynamics of radical ions.
The higher sensitivity of TG over TA, shown previously, leads us to use ps
time resolved TG to study perylene radical cation (PE™™) and anion (PE"). For
AQ" however, a new technique, based on a calorimetric detection, has been
developed. Finally an indirect measurement of 9-10 dicyanoanthracene
(DCA™) radical anion is also presented.

2.2.2. Picosecond Time Resolved TG

This technique has aready been extensively described in chapter 1. Two ps
pump pulses of same wavelength cross in the sample and create a light
intensity grating. This results in a photophysical grating that lasts as long as
the associated process (electrostriction, anisotropy, population, acoustics) has
not vanished. In this specific case, we are interested in ground-state population

recovery and thusthe x,,,, element has to be considered.

Experimentally, the following setup has been used:



Experiment with ps Pulses 69
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¥ laser Nd:YAG
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m Glan Taylor
............ 355 nm — 532 nm — — 545 nm polarizer

Figure 2.3: Experimental setup for a ps time resolved TG experiment with Raman shifted
probe beam. For explanation, see text.

The 532 nm output of the laser is split in two parts of 90% and 10%. The
major part is split again in two equal portions to produce the pump pulses,
which cross in the sample to form the grating. The time coincidence is
optimized by a trandation stage in the path of one of the pump pulse (2 in
Figure 2.3).

The 10% portion is used as probe pulse. It is time delayed by the computer
controlled delay line (3 in Figure 2.3) before striking the sample at Bragg
angle. For changing the probe wavelength, the probe pulse is focused in a
CCl4 cell (4 in Figure 2.3) located after the tranglation stage. The separation of
the Raman wavelength can be achieved by a filter or a grating located either

before or after the sample (5 in Figure 2.3).
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To form theion in situ, an additional 355 nm pulse is needed.

355 nm diffusion ET CS Relaxation
A+D — A+D* — AD* — (AD) — A +D™* —> A +D’

In order to allow alarge ion yield, two conditions are necessary:

1) A high concentration of quencher has to be used (>0.1 M) in order to
allow the diffusional quenching to be fast.

2) The actinic pulse at 355 nm has to arrive on the sample at least 7 ns
before the grating formation to allow the quenching and ET to be
achieved. The optical path-length of the actinic pulse has to be 2 m
shorter than that of the 532 nm pul ses.

Diffusional ET can then take place, and ions yields as high as 70% can be
obtained, depending on the acceptor-donor system. Detection is achieved by a
vacuum photodiode. Its signal is sent to the acquisition board (Canberra
Accuspec Nal multi-channel analyzer, 8 in Figure 2.3) and stored by the

computer only if the discriminator triggersit.

2.2.3. Experimental Conditions

Laser Pulses

To produce ps-pulses, a passive/active mode-locked and Q-switched Nd:YAG
laser from Continuum[ (PY-61-10) was used (1 in Figure 2.3). It produces 25
ps pulses of 30 mJ at 1064 nm that can be doubled and tripled to produce 532
and 355 nm pulses.
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Other wavelengths are also available through Raman-shift in organic solvents.
For instance 545 nm is produced by focusing a mJ pulse a 532 nmina5cm
CCl, cell (4inFigure 2.3).

It is sometimes important to use a probe wavelength different from the pump
beams to avoid hybrid gratings (formed with one pump pulse and the probe
pulse) to be formed, which lead to the formation of a coherence spike in the

time profile.

Optical Delays

In order to insure the time coincidence of the two pump pulses, one of them
have to go along a variable optical delay. In practice, this consists of a corner
cube prism mounted on atrandation stage (2 in Figure 2.3).

Furthermore, to allow time resolved experiment, the probe beam has to be
delayed by a motorized optical delay line (3 in Figure 2.3) that can be
precisely moved by computer.

For ps measurement, the length of the delay line used is of 0.8 m long to
achieve a total measurement of 5.3 ns, and allow steps as small as 0.3 mm
(corresponding to 2 ps) to obtain a good time resolution. This very precise

trandlation stage has been built at the Engineer School of Fribourg.

Discriminator

As the laser stability is not perfect, we had to develop a discriminator to limit
the fluctuation of the diffracted signal. A portion of the pump beamissent to a
photomultiplier tube (PM, 6 in Figure 2.3) and its signal is transmitted to the

electronic discriminator (7 in Figure 2.3). If the pulse intensity differs
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significantly from the average intensity (defined by the user), the diffracted
signa is ignored. In other cases, a triggering pulse is sent to the acquisition

computer and the signal is recorded.

2.2.4. TG with Calorimetric Detection

To investigate weakly absorbing species such as AQ™, high pulse intensities
are needed. Unfortunately, increasing the pulse energy also increases the

nonresonant contribution of x®. In particular the electronic contribution from

the solvent cannot be separated by polarization selective TG. As the ground-
state recovery time of AQ™ is very short, temporal separation is aso not
possible. To solve this problem, we developed a new pulse sequence that can
be seen as TG with calorimetric detection.

Instead of varying the time delay between the pump and probe pulses, we kept
it fixed at 7 ns. The diffracted signal is thus no longer due to nonresonant
contributions (that last a few ps) or population decay (less than 100 psin this
case), but only to the density contribution. Adjusting the incident angle at 2°
allows the formation of strong density grating after 7 ns (half the acoustic
period). As thermal grating is due to non-radiative deactivation of AQ ™, its
contribution to the diffracted signal is proportional to the square of the
excited-state population. A calorimetric detection of the excited population is
thus obtained.

The time resolution is achieved by a time varying bleaching pulse that
precedes the grating formation. If the bleaching pulse arrives far before the
pump pulses, the excited molecules have come back to their ground-state, and

an intense thermal grating is formed. However, when it arrives just before,
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amost no ground-state is |eft as the pump pulses strikes the sample, and only a

weak thermal grating is formed.

This technique has two major advantages.

1) Nonresonant contributions are not detected as the probing is done 7 ns
after the grating formation. The signal is then only due to non-radiative
population relaxation.

2) Thethermal grating is more intense than the corresponding population
grating signal, due to its thermal and acoustic contributions. This

detection isakind of amplification of population signal.

2.2.5. Paper
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A study of the dynamics of ground-state recovery of the perylene radical catior),(Beperylene radical
anion (Pe&), and of anthraquinone radical anion (AQis reported. In boric acid glass, the excited-state
lifetime of Pe™ is 35+ 3 ps, while in concentrated sulfuric acid, it is smaller than 15 ps, the time resolution
of the experimental setup. The excited-state lifetime of Pee~, and AQ~ generated by photoinduced
intermolecular electron-transfer reaction in MeCN is shorter than 15 ps. In the case ,ahBaincomplete
ground-state recovery is ascribed to the occurrence of electron photoejection. The free ion yield in the

intermolecular electron-transfer reaction between 9,10-dicyanoanthracene (DCA) and two electron acceptors

was measured in a two-pulse experiment, where the second pulse excited the ensuing Diié\excitation
has no influence on the magnitude of the free ion yield, indicating a short excited-state lifetime 6f'DCA
relative to the time scale of back electron transfer and ionic dissociation. A red emission, ascribed to the

fluorescence of protonated Pe, was detected in boric acid glass and sulfuric acid. No fluorescence that could

be clearly ascribed to P& could be observed.

Introduction reports of fluorescence from radical ioh$. Recently, Breslin

) o . ) and Fox0 have shown that, among those reported emissions in
Open-shell organic radical ions play a crucial role in alarge g ion, several were not genuine. For example, the fluores-

variety of chemical processes. Although the photochemistry cence ascribed to anthraquinone radical anion *(AQvas

of thgse species has been intensively studied, especially i.n SOIidactually due to bianthrone dianion and that assigned to 9,10-
matrixes at low temperatutdittie is known about the dynamics dicyanoanthracene anion (DCA originated from 10-cyanoan-
OT their excned' states. The absence of the inverted region forthrolate. Moreover, no transient with nanosecond lifetime could
highly exergonic bimolecular electron transfer (ET) quenching be observed upon excitation of AQat wavelengths above 500
reactions in solution has sometimes been explained by thenm The absence of luminescence and of transient with

production of electronically excited iods® However, the A . .
formation of such excited ions could not be confirmed experi- nanosecond lifetime is generally explained by a fast nonradiative

mentally with either absorption or fluorescence technidgtfes. transition to the ground state favored by the small energy gap
Fluorescence from radical cations has been observed in the gagetween the B-Do states.

phasé5and in matrixes at low temperatufeln the condensed Very recently, Majima and co-workefsreported excited-
phase at room temperature, there have been only very fewstate lifetimes of AQ", DCA*~, and phenazine radical ions of
the order of 4 ns. These lifetimes were not measured directly
* Corresponding author. E-mail: Eric.Vauthey@unifr.ch. but were estimated from the rate constant of ET quenching of
€ Abstract published ilhdvance ACS Abstract€ctober 15, 1997. the excited ions by an electron acceptor using a combination
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Figure 1. Pulse sequences and geometries (A) for the transient grating
experiments with P& in boric acid glass and O, (B) for the
transient grating experiments with ions generated by photoinduced ET,
and (C) for probing the density grating formed at different time delays
after a bleaching pulse {R transient grating pump pulses;, probe
pulse; R, UV pulse; R, bleaching pulse; S, signal pulse).

of pulse radiolysis and nanosecond flash photolysis. In this case

as well, no transient was observed upon excitation of the radical
ions.

In this paper, we report on the investigation of the dynamics
of ground-state recovery of the radical cation of perylene")Pe
in a boric acid glass, in sulfuric acid, and in acetonitrile (MeCN),
of perylene radical anion (P8, and of AQ~ in MeCN, using
the picosecond transient grating technique. This method was
preferred to the more conventional transient absorption spec-
troscopy because of its superior sensitivity. A simple experi-
ment allowing an indirect estimate of the excited-state lifetime
of radical ions is also described.

Experimental Section

Transient Grating. The transient grating setup has been
described in detail elsewhe¥e!2® Briefly, the second harmonic
output at 532 nm of a passive/active mode-locked and Q-
switched Nd:YAG laser (Continuum PY-61-10) was split into
three parts. Two parts of equal intensity @hd B) were time
coincident and were crossed on the sample with an anglé of 2
to generate the grating. The third pargWas sent along a
time delay line before striking the grating in a folded BOXCARS
geometry (see Figure 1la). For probing at 545 nm, this time-
delayed pulse was Raman-shifted in @CThe energy of the
pump pulses was about 2d, and that of the probe pulse was
at least 10 times smaller. The beam radii on the sample were
around 1 mm, and the pulse duration was about 25 ps. The

Gumy and Vauthey

spectrograph (Oriel Multispec). All the emission spectra were
corrected for the spectral sensitivity of the CCD camera.

Samples Perylene (Pe) and anthraquinone (AQ) were
recrystallized from benzene. Tetracyanoethylene (TCNE) was
recrystallized from chlorobenzene and sublimed. Fluorene
(FLU) was recrystallized from ethanol. Anisol (ANI) angN-
dimethylaniline (DMA) were vacuum-distilled. 9,10-Dicy-
anoanthracene (DCA, Aldrich) and 1,4-diazabicyclo[2.2.2]octane
(DABCO) were sublimed. Crystal violet (CV), boric acid
(puriss.), sulfuric acid (9597%, Merck, pro analysi), acetoni-
trile (MeCN, UV grade), and methanol (MeOH, UV grade) were
used without further purification. Unless specified, all products
were from Fluka.

The Pe-doped boric acid glass was prepared by melting at
210-220°C a mixture of boric acid and Pe between two quartz
plates. The resulting metaboric acid glass was 0.1 mm thick
and was of good optical quality. The Pe concentration was
measured spectroscopically to be around 504 M. The Pe"
was prepared by irradiating the doped glass with nanosecond
laser pulses at 355 nti. The absorption spectrum of the
ensuing pink glass exhibited the bands of Pe as well as those
of Pe™, i.e., a strong band at 543 nm and weaker bands between
580 and 765 nmM® The absorbance of the sample at 532 nm
was 0.09.

In sulfuric acid, P& was readily prepared by adding Pe to
the acid. Solutions with various Peconcentration were used,
and the optical path length was adjusted to achieve an
absorbance at 532 nm between 0.1 and 0.2.

In MeCN, the concentration of the parent neutral compound
was adjusted to obtain an absorbance at 355 nm between 0.1
and 0.2 on 1 mm, the cell thickness. With Pe and AQ, the
guencher concentration was 0.2 and 0.1 M, respectively.

Data Analysis The transient grating technique is a four-
wave mixing method, and therefore the signal intensity depends
on the third-order nonlinear optical susceptibility teng@t of
the samplé’ The intensity of the diffracted signdly(t), can
be expressed #5s'°

1O = [ lat—t7) x
S {Cwm) [ expl-(t" =t Jlp, ()t} ot (1)

wherelp, and Ip,, are the intensities of the probe and pump
pulses, respectivelyy(} (m) is a tensor element of the nonlin-
ear optical susceptibility due to the proceswiith a decay time
7mand a weighting facto€,. These processes are the electronic
(m = €) and the nuclearnf = n) optical Kerr effects (OKE)
from the matrix or the solvent, the formation of a population
grating fn = p), and the generation of a density grating due to
heat releasesn( = d).1°® These four processes lead to four

polarization of each pulse could be controlled with a combina- x®(m) tensors with different symmetry properties which can

tion of Glan-Taylor polarizers and half-waveplates.
For experiments in MeCN, the ET reaction was initiated with

a 25 ps pulse at 355 nm with an energy between 0.5 and 1 mJ.

This UV pulse (B) arrived on the sample 7 ns before the two

in principle be distinguished by using various combinations of

polarization for the three pulses and by selecting a given

polarization component of the signdl*® The second integral

in eq 1 represents the convolution of the nonlinear response

532 nm transient grating pulses. lIts radius on the sample waswith the pump pulses, while the first integral is the convolution

around 2 mm.

Free lon Yields. The free ion yields were determined using
photoconductivity. The photocurrent cell has been described
in detail elsewheré& Excitation was carried out with a
Q-switched Nd:YAG laser (JK Laser Model 2000) generating
10 mJ pulses at 355 nm with 20 ns duration.

Fluorescence Fluorescence spectra were measured using a
CCD camera (Oriel Instaspec 1V) connected fd,an imaging

with the probe pulse.

The time profiles of the diffracted intensity were analyzed
by iterative reconvolution using eq 1. The temporal width of
the pump and probe pulses was determined by performing
measurements with a solution of CV in MeOH. The ground-
state recovery of CV in MeOH is known to take place in less
than 3 ps, i.e., much faster than the response time of the
experiment® With our experimental setup and with a careful
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than that of organic solventd. For measuring the time profile
shown in Figure 2a, the three pulses were polarized in the same
direction, and therefore this profile reflects the dynamics of
%), (p). Other polarization combinations were used to probe
%%, and ¥, and resulted in a weaker signal but with the
same temporal shape. Finally, to eliminate the possible
contribution of gratings formed between one of the pump pulse
and the probe pulse at time zero, the ground-state recovery of
Pe™ was also probed at 545 nm. The decay of the time profile
was the same, within the experimental error, as that measured
at 532 nm.

Pe in Sulfuric Acid. The absorption spectrum in sulfuric
acid depends on the concentration of Pe. At low concentration
([Pe] = 1075 M), the absorption spectrum was similar to that
observed in boric acid glass, with the intense band located at
538 nm23 At higher concentration ([PeF 102 M), a band
with a maximum at 505 nm could also be observed. This band
had previously been assigned to the dimer{Rewvhich is in
equilibrium with Pet.24 The time profile of the diffracted
intensity depicted in Figure 2b shows that the ground-state
recovery of P& in H,SQ, is faster than the response of the
instrument and must therefore take place in less than 15 ps.
For this measurement the concentration of Pe wasl® > M.

The experiment was repeated with a40/ Pe solution using

a 0.01 mm optical path length. At this concentration, the
absorbance at 532 nm was mainly due to{2e In this case

as well, the decay time of the diffracted intensity was shorter
than 15 ps.

Pe™, Pe~, and AQ* in MeCN. These radical ions were
generated by photoinduced intermolecular ET reaction. The
pulse sequence is illustrated in Figure 1b. A UV pulse at 355
nm (P;) excited either Pe or AQ dissolved in MeCN in the
presence of either an electron donor (D) or an electron acceptor
(A) with a concentration lying between 0.1 and 0.2 M. At this
guencher concentration, the ET quenching takes place in less
than a nanosecond, the reaction being diffusion controlled.
Mataga and co-workefshave shown that for the Pe/TCNE pair,
where TCNE is the electron acceptor, free’Pand TCNE~
ions are formed within less than 5 ns with a yield of about 50%.
Similarly, with the Pe/DMA pair, where DMA is the electron
donor, free P~ and DMA'™ ions are generated in the same time
scale with a yield of about 70%. Finally, AQwas generated
Pe+ in Boric Acid Glass. Figure 2a shows the time by photoinduced ET betweeRAQ* and DABCO with a

dependence of the diffracted intensity obtained by pumping and resulting free ion yield close to unif§. These free ion
probing Pe' in boric acid glass at 532 nm using the configu- Populations decay in the microsecond time scale by homoge-
ration described in Figure la. This time profile could be neous recombinatiofl. As shown in Figure 1b, the transient
satisfactorily fitted using eq 1 assuming the contribution of a drating experiment was performed on the free ion population 7
single process to the signal with a decay time of-83 ps. ns after the starting of the ET reaction hy FAt this time delay,
This process Corresponds to the ground-s[a[e recovery'bf Pe the transient absorbance at 532 nm was of the order of 0.1 and
after excitation from @ to Ds.2! To check for a possible remained constant within the time window of the transient
contribution of the Kerr effect to this signal, the experiment grating experiment. The transient gratings were probed at both
was repeated on a region of the Samp|e that had not been532 and 545 nm. At those WaVG'engthS, the absorption is due
previously irradiated with UV light, i.e., that had no absorbance to either P&" or Pe~ or AQ™™ but not to the corresponding

at 532 nm. With the pumpprobe pulse intensity used duencher radical iof Figure 2c shows the time profile
previously, no signal could be detected. A signal could only Measured at 545 nm with the Pe/DMA pair. After a decay that
be observed by increasing substantially the laser pulse intensityis t00 fast to be resolved, the diffracted intensity remained
Finally, the contribution of a density grating due to the heat constant and larger than zero even at time delays larger than 1
released upon nonradiative transition to the ground state couldns (not shown). The nature of this very slow component will

lq (a.u.)

150

time delay (ps)
= T T

Iy (a.u.)

100 15

l4 (a.u.)

time delay (ps)

Figure 2. Time profiles of the diffracted intensity measured at 532
nm and best fits of eq 1 with (A) Pein boric acid glass, (B) P& in
H.SQO,, and (C) Pe generated by photoinduced ET with DMA.

analysis of the time profile, the smallest resolvable decay time
was of the order of 15 ps.

Results and Discussion

only be observed at much larger time delays @ ns). Indeed,
with a crossing angle of°2 the acoustic period is of the order
of 15 ns. Even at these time delays, the diffracted intensity
due to the density grating was very small compared to that

be discussed below. With Pe/TCNE, only the very fast decay
was observed, indicating that the lifetime ofPan MeCN is
shorter than 15 ps.

For the AQ/DABCO pair, the time profile of the diffracted

shown in Figure 2a. This can be understood by considering intensity was similar to that observed with the Pe/TCNE pair.
that the thermal expansion coefficient of boric acid glass must However, a higher pulse intensity at 532 nm had to be used as
be similar to that of other glasses, i.e., about 100 times smallerthe extinction coefficient of AQ at this wavelength is
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Figure 3. (A) Time profiles of the diffracted intensity measured at
532 nm with AQ~ generated by photoinduced ET reaction with
DABCO. (B) Dynamics of ground-state recovery of AQ@btained by
probing the density grating formed at different time delays after the
bleaching pulse fand best fit of a Gaussian function.

substantially smaller than that of ®e For this reason, a

Gumy and Vauthey

monitored by measuring withsRhe amplitude of the density
grating, i.e.x,,(d), generated by the;Rand R pulses on the
remaining ground-state ion population. The time delay between
the R 2 pulses and the probe pulseWas 7 ns. The bleaching
pulse R arrived on the sample at a variable time delay relative
to the three transient grating pulses. This technique can be
considered as flash photolysis with calorimetric detectforhe
advantage of monitoring the density grating instead of using a
photoacoustic detector is that the heat generated;lané R
does not contribute to the sigril®! Figure 3b shows the
diffracted intensity measured with the AQ/DABCO pair as a
function of the time delay betweers And the grating pulses,
P12 When the latter pulses arrive on the sample befgré¢he
absorbance at 532 nm is the highest and the amplitude of the
density grating is the highest as well. Whegdnhd R, are
time coincident, the amplitude of the density grating is smaller,
because the absorbance at 532 nm has been reducedyde
the ground-state population of the ions and the absorbance at
532 nm have been restored, the amplitude of the density grating
recovers its initial value. The continuous line in Figure 3b is
the best fit of a Gaussian function. Time profiles with the same
widths were obtained with CV in MeOH and with Pe/TCNE in
MeCN. These measurements indicate that the lifetime of AQ
in MeCN is also shorter than the response time of the
experiment. This result contrasts remarkably with the lifetime
of 4 ns obtained indirectly by Fuijita et &l. The origin of this
discrepancy is not understood and might be due to the
complexity of the system used by these authors.

Origin of the Incomplete Ground-State Recovery of Pe".
With the Pe/DMA system, the ground-state recovery of ke

diffracted signal could already be observed without the Uy Not complete, indicating that a fraction of the anion population
pulse, indicating the contribution from other processes than the 'as undergone an irreversible photoreaction. By comparing the
population grating. This unwanted signal could not be totally SAuare root of the intensity of the fast and of the slow
eliminated even by using a combination of polarization to C0mponents of the time profile shown in Figure 2c, the quantum
suppress the contribution of the nuclear ORE? indicating yield of this reaction is about 0.15, and therefore the time
the occurrence of electronic OKE. In a polarization selective Constant for this process must be shorter than 85 ps. As the
transient grating experiment, the contribution of electronic OKE ©Overall concentration of Pe stays unchanged even after intense
cannot be distinguished from that of the population grating when 12S€r irradiation, the process responsible for the uncompleted
the transition dipole involved in the pumping process is parallel "€covery of the Pe population must lead to the formation of

to that involved in the probing process, as in the present®ase. neutral parent. Considering the time constant of this reaction

Consequently, a different experiment was performed to measure@d the concentrations of both DMAand DMA, bimolecular

the contribution of the population grating only, without those
due to nonresonant nonlinear processes.

Dynamics of Ground-State Recovery by Monitoring
Zn(d). Figure 3a shows the time profile of the diffracted
intensity measured with the AQ/DABCO pair on a long time
scale using parallel polarization. The slow rise of the diffracted
intensity originates fronx(l‘gl)ll(d), i.e., from the density grating,
which is itself caused by the thermal expansion following the
nonradiative deactivation of AQ" to Dy. The amplitude of
this density grating and thus the diffracted intensity oscillate at
a frequencyw = 4z sin(@/2)vdAp,% where@ is the crossing
angle of R and B at the wavelengtii,, andus is the velocity
of sound. In MeCN and witld = 2°, the maximum of the first

oscillation appears at a time delay of about 7 ns. The magnitude

of this maximum is proportional to the square of the population

of ions that have undergone photoexcitation and relaxation to

processes such as*Pe+ DMA*" — Pe+ DMA or Pe~" +
DMA — Pe+ DMA-*~ can be excluded. Consequently, the
most probable process is electron photoejection frontPe
which is known to be a major deactivation pathway of
photoexcited radical anions in the gas phase and in nonpolar
solvents® For example, a photoejection yield of 0.46 has been
reported for P in tetramethylsilan€? In the gas phase,
photoejection takes place when the excitation energy is larger
than the electron affinity of the neutral parent molecule. In the
case of Pe and AQ™, this should take place upon excitation
at wavelengths below 1400 and 780 nm, respecti%ely. In
solution and particularly in polar solvents, the ions are stabilized,

and the threshold energy for photoejectiBp, can be expressed
§.l,32

Eth = Ered + VO +C (2)

the Dy state and does not depend on any nonresonant processesvhere Eq is the reduction potential of the parent neutral in
Therefore, the ground-state recovery dynamics of the ions wasMeCN (Eeq (Pe)= —1.66 V vs SCE4 E,{AQ) = —0.894 V

measured by monitorinq‘f’l)ll(d) using pulse sequence de-
picted in Figure 1c. The photoinduced ET reaction was
triggered by the UV pulse, f2and approximately 7 ns later,

vs SCB), V is the lower edge of the conduction band of an
electron in the solvent relative to vacuuiy(= —0.14 eV in
MeCN3®), andC is the oxidation potential of a reference calomel

the absorbance at 532 nm due to free ion population was electrode C = 4.56 V). From this equatiorky, is equal to 2.7

bleached by a single intense pulse at 532 n 0 uJ, 2

eV for Pe~ and to 3.5 eV for AQ". Comparison between these

mm beam radius). The dynamics of ground-state recovery wasvalues and the energy of a photon at 532 iitp & 2.33 eV)
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Figure 5. Absorption spectrum of Pe-doped boric acid glass after UV
A B irradiation (thick black line), emission spectrum measured with the same
Figure 4. Energy levels involved in the photoinduced ET reaction in  sample upon excitation at 532 nm (thick gray line), emission spectrum
MeCN between (A) DCA and FLU and (B) perylene and TCNE. measured with a solution of Pe in®l0, excited at 532 nm (thin black

shows that photoejection with a single photon is not possible "®)- @nd corresponding excitation spectrum (black dots).

with AQ*~. On the other hand, considering the uncertainties free ion yields were identical with those obtained without the
of the values used in the calculation, the threshold for e 32 nm pulse. No effect was observed with the Pe/TCNE pair
close to the energy of a 532 nm photon. Forienonpolar either (see Figure 4b). The latter result was expected as the
solvents, the time constant for photoejection has been estimatedifetime of Pe™™ has been measured to be shorter than 15 ps.
to be smaller than 100 #. Therefore, a time constant shorter The result with DCA strongly suggests that the lifetime of
than 85 ps is reasonable, even for an electron ejection with aPCA™ is much smaller than 5 ns.

photon close to the threshold energy. However, the occurrence EMission from Radical lons Upon laser irradiation at 532
of biphotonic ejection cannot be excluded. nm, the P&-doped boric acid glasses exhibited a weak red

ET Dynamics with Excited lons. The free ion yield in an luminescence which is shown in Figure 5. lIts intensity was
intermolecular ET reaction in solution depends on the competi- 100 small to perform an excitation spectrum. However,"Pe
tion between back ET within the ion pair and diffusion of the N H2SQs exhibited a similar emission which was intense enough
ions. In MeCN. diffusion of the ions out of the reaction volume. t© Measure an excitation spectrum which is also shown in Figure
where geminate recombination is still possible, occurs within a 5- This spectrum coincides very well with the absorption
couple of nanoseconds, whereas the rate constant of back ETSPectrum of protonated perylene, PeHmeasured in HF

is very sensitive to the energy gap between the ion pair stateSolution® Recen_tly, similar at_)sorption and _emission spectra
and the neutral ground sta@33% Consequently, if one of were observed with Pe in zeolites and were indeed ascribed to

the ions within the geminate ion pair is in an electronic excited PeH"-** As the absorption band of Pétaround 600 nm is
state, the energy gap for back ET is substantially larger than COMPpletely hidden by those of Pe the concentration of the
the energy gap with both ions in the ground state. Of course, Protonated Pe in both boric acid glass and B8 must be
this additional free energy can only influence the free ion yield Very small compared to that of the radical cation. Moreover,
if the excited-state lifetime of the ion is not too small compared the absorbance of Petat 532 nm is close to zero, and therefore
with the time scale of ion diffusion. For example, if the excited- this species does not play any role in the ground-state recovery
state lifetime of DCA™ is around 5 ns, as determined by Fujita Measurements. . _

et al.l! excitation of DCA~ within the geminate ion pair ‘The fluorescence of PE has been reported in BF
(DCA*—-D*+) formed after ET quenching should influence the trifluoroacetic acid solution, on surfademd in rare gas matrixes
free ion yield. Such an experiment was performed with two at low temperaturé! The solution and surface fluorescence
electron donors, FLU and ANI. The free energy for back ET SPectra consist of two bands, one located around-820 nm
from the ion pair in the ground state amounts to abedt63 and a second one at 910 nm. 153, and in boric acid glass,
and—2.74 eV for FLU and ANI, respectively (see Figure 4a). the presence of the emission band of Petand of other bands
Upon excitation at 355 nm with a 20 ns laser pulse of a solution ©°Served with undoped boric acid glass did not allow a
of a DCA containing 0.2 M donor in MeCN, the free ion yield unequivocal detection of fluorescence from'Pe The intensity
was around 20% and 14% with FLU and ANI, respectively, Of P€" D1-— Do absorption band is very weak and corresponds

The absorbance at 532 nm after 355 nm excitation was of the 0 @n oscillator strength of the order of5107%2" From this
order of 0.1. The same experiment was repeated with an Value, the natural radiative lifetime of P& can be calculated

additional, time coincident, 20 ns laser pulse at 532 nm to excite 10 be of the order of Ls.  Such a very long natural radiative
DCA*~. Back ET within (DCA~*+D**) to the neutral ground Ilfetlme,_ together W|tr_1 a_nonradlatlve decay time in solut|(_)n of
state is more negative by 1.56 #than back ET within a few picoseconds, |_nd_|cates a fluorescence quantum yield of
(DCA*—-D**) and should consequently be much slower. On the Qrder of 106; Similar fJuore§cence guantum yields are
the other hand, back ET to DCA+ D is not possible from  Predicted for Pe™ and AQ™, which should fluoresce above
(DCA*—-D**) but is energetically feasible from (DCA-D**), 1100 nm. The detection of such weak emissions is certainly

the corresponding free energy being equatt30 and—1.41 possible, but only with samples of well-known composition and
eV for FLU and ANI, respectively (see Figure 4a). Conse- that do not contain other fluorescing species. The systems
quently, this very different situation for recombination within Studied here are therefore not well suited for such measurements.

(DCA*~*-D**) should have a strong repercussion on the free
ion yield, as long as the lifetime of DCA" is long enough.
The intensity ratio of the 532 nm/355 nm laser pulse intensity  The very fast ground-state recovery of the ions measured here
was varied from 0.2 to 2. With this additional excitation, the must be due to a very efficient internal conversion favored by

Concluding Remarks
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a small B—Dg energy gap. This property seems to be a general
characteristic of almost all organic radical ions, and therefore

Gumy and Vauthey

(8) Eriksen, J.; Jorgensen, K. A.; Lindenberg, J.; Lund).HAm. Chem.
Soc.1984 106 5084.
(9) Pankasem, S.; lu, K. K.; Thomas, J. K.Photochem. Photobiol.

short excited-state lifetimes have to be expected for most of 5 1991 62 53,

them. Coincidentally, the oscillator strength of the & Dg

transition of many radical ions is small, indicating a long natural
radiative lifetime. Consequently, the detection of the fluores-
cence of most radical ions requires laser excitation and also

(20) Breslin, D. T.; Fox, M. AJ. Phys. Chem1994 98, 408.

(11) Fujita, M.; Ishida, A.; Majima, T.; Takamuka, $. Phys. Chem.
1996 100, 5382.

(12) Vauthey, EChem. Phys. Lett1l993 216 530.

(13) Hogemann, C.; Pauchard, M.; Vauthey,Rev. Sci. Instrum1996

near-IR detection. This certainly explains why so few genuine 67, 3449.

emission from radical ions in the condensed phase at room

temperature have be reported so far.
The different lifetimes of P&” measured in boric acid glass

and liquid solutions must be due to the fact that the coupling
between the vibrational modes of the ions and the phonons o

(14) von Raumer, M.; Suppan, P.; Jacquesl.®Photochem. Photobiol.

A 1997 105 21.

(15) Andreev, O. M.; Smirnov, V. A.; Alfimov, M. V.J. Photochem.
1977 7, 149.
(16) Shida, TElectronic Absorption Spectra of Radical loiisevier:

fAmsterdam, 1988; Vol. Physical Sciences Data 34.

(17) Shen, Y. RThe Principles of Nonlinear Spectroscopy Wiley:

the medium is less efficient in the glass than in the liquids. In New York, 1984.

rare gas matrixes at low temperature, this coupling is so weak

(18) Etchepare, J.; Grillon, G.; Chambaret, J. P.; Hamoniaux, G.; Orzag,

that vibrationally unrelaxed fluorescence has been observed forA- Opt. Commun1987, 63, 329.

substituted benzene catiohsThe same effect might explain
the observation of the fluorescence of Peon surfaces.
Considering the small D— Do energy gap of most aromatic

radical ions involved in ET quenching experiments, the forma-

(19) Deeg, F. W.; Fayer, M. O1. Chem. Phys1989 91, 2269.

(20) Sundstim, V.; Gillbro, T. In Picosecond Chemistry and Biolagy
Doust, T. A. M., West, M. A,, Eds.; Science Review: Northwood, 1983; p
148.

(21) Negri, F.; Zgierski, M. ZJ. Chem. Phys1994 100, 1387.

(22) Handbook of Chemistry and Physi&b6th ed.; CRC Press: Boca

tion of excited radical ions in exergonic processes is not only raton, FL,1985.

energetically feasible (see for example Figure 4b) but also should

(23) Aalbersberg, W. I.; Hoijtink, G. J.; Mackor, E. L.; Weiland, W. P.

be favored by a superior vibronic coupling with respect to the J- Chem. Socl959 3049.

(24) Kimura, K.; Yamazaki, T.; Katsumata, $. Phys. Chem1971

formation of the ions in the ground state. However, the very ;5" 76g

short lifetime of excited radical ions makes the detection of such

intermediates extremely difficult.
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2.3. Picosecond Resonance CARS Investigation

of Intermolecular ET Reactionsin Solution

2.3.1. Introduction

Many optical techniques based on transient absorption or emission can be used
to study intermolecular electron transfer reactions. However, when the studied
species are very similar, as for instance exciplex and ion pairs, their
spectroscopic characteristics are often not very different. Structural
information are therefore needed to differentiate thems4. Furthermore, when
fluorescent samples are studied, Raman spectroscopy is not possible and
Coherent Anti-Stokes Raman Scattering (CARS) spectroscopy has to be used.

In this experiment, we wanted to study the structure of the intermediates
formed upon photoinduced intermolecular electron transfer reaction between

perylene and different acceptors.

D*
“ w\\
CIP LIP Fl

hv (A'i)* > (Al_ D+)7 +D’
D (AD) (A--D)

Figure 2.4: Scheme of a photoinduced ET reaction®>. The excited donor can be quenched to
lead to a CIP or to a LIP. Both of them can recombine or lead to FI. CIP, LIP and FI have

similar absorption spectra, but their structure should be somewhat different.
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In the presence of an electron acceptor, excited PE is quenched, leading to
ions pairs. Depending on the quenching distance, this ET can either lead to
Contact lons Pairs (CIP) or to Loose lons Pairs (CIP). Furthermore, if charge
recombination does not takes place, the CIP separates to LIP and finally to
Free lons (FI). In order to confirm the presence of the CIP, time resolved

structural changes have to be investigated.

Unfortunately, as shown in the following sections, double resonance CARS
was hard to achieve and results were not reproducible.

Therefore only the solvent and highly concentrated species have been
accurately observed. The probable formation of the PE radical cation is aso

shown, and hints on its formation dynamics are given.

2.3.2. Experimental Conditions

Laser Pulses

In order to achieve time resolved CARS spectroscopy of ET reactions, four ps-

pulses are needed.

1) A 355 nm pulse: this 30 ps pulse, directly produced by the third harmonic
of an active/passive mode-locked Q-switched Nd:YAG laser (Continuum
model PY 61-10), is used to initiate the photoinduced intermolecular ET. In
order to achieve a time resolved experiment, this pulse is time delayed by
a motorized trandlation stage. The delay between the ET initiation and the
CARS probing can thus be varied.
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2) Two 532 nm pulses: directly produced by the Nd:Y AG laser, they are used
as pump pulses in the CARS experiment. It is also possible to Raman shift
them to 543 nm or 519 nmin CCl, . Thisis useful to:

a) Optimize resonance conditions.
b) Obtain different resonance spectral window without changing wsiokes-

Frequency shifts as small as 500 cm™ can be thus achieved.

532 nm
520 nm
%ARS 545 nm O‘Etokes
-1000 0 1000 cm
/\ /\ o
-1459 0 1459 cm
-541 0 541 Em‘l

Figure 2.5: Shift of the CARS frequency obtained by changing the pump wavelength.
Raman shifting in CCl, leads to a +459 cm™ shift in the CARS frequency.

Nevertheless, as it is not possible to perfectly eliminate unwanted Raman
shifted lines, CARS spectra obtained in this way become very complicated

and each vibration band may appear three times in the spectrum.
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Figure 2.6: CARS spectrum of pure furane obtained with pump pulses that are Raman-
shifted in CCl4 (Stokes and anti-Stokes). The vibrations at 1138 cm™, 1378 cm, and 1483

cm™ are present three times on the spectrum, leading to a complex analysis of the data.

3) A 540-570 nm pulse: this Stokes pulse has to possess a broad spectrum in
order to perform multiplex CARS experiment. It can therefore not be
directly produced by the laser. Twelve mJ of the fundamental of the Nd-
YAG laser (1064 nm) are focused in a cell containing a 70:30 (v/v)
D,O/H,O mixture, to produce a white light continuum pulse. This
phenomenon, mainly due to Self Phase Modulation (SPM) has already
been extensively described in the literature?6.56, A spectral portion of this
low energy continuum is amplified by a two stage dye amplifier, pumped
at 532 nm. A 10-15 nm broad pulse is thus obtained. Its central frequency
can be varied by changing the corresponding dye, leading to shifts from
500 cm™ (fluoresceine) to 1700 cm™ (kiton red).
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Figure 2.7: CARS signal from PE/TCNE in acetonitrile investigated with different siokes,
amplified in fluoresceine (A), rhodamine 6G (B), kiton red (D) and mixture (C). Phase

matching conditions allows only a 700 cm™ spectral window to be investigated without
adapting the geometry.

1.0
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__ 0.6
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540 560
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Figure 2.8: Wavelength used in a CARS experiment performed in pure CCl,. Stokes pulse
is amplified in a rhodamine 6G/fluoresceine mixture, leading to a maximal shift of 1000

cm™ relatively to Apump- The CARS signal appears around 505 nm.
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Samples

In order to investigate ET reactions dynamics, one first need to be sure that
ions are formed.

To obtain the transient spectra of PE™*, we used white light TG spectroscopy
described in details by Hogemannsé. This technique alows ps time-resolved
TG spectra (smilar to transient absorption spectra3) to be obtained with a
very good signal to noise ratio.

Upon excitation with aUV pulse, PE is excited to its S; state, which absorbs at
700 nm in propionitrile (PrCN)57. By adding different electron acceptors, this
state can be quenched to produce PE™™.

For instance a PE solution with 0.15 M Tetracyanoethylene (TCNE) that is
irradiated with a 3 mJ, 355 nm pulse, leads to the formation of the PE™*. This
can be shown in the TG spectra by the appearance of a new band at 540 nm

with along lifetime. The PE™* formed by y irradiation in 77K matrices has the

same spectrumss,
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Figure 2.9: TG spectra of PE with 0.15M TCNE in PrCN at different delays after UV
excitation. The S; excited-state of PE (at 700 nm) decays in 680 ps. The wavelength used
for CARS experiments are also indicated to show that the electronic resonance condition is
fulfilled.
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Weaker electron acceptors also lead to ion formation, but with a slower

formation dynamics, as shown with 1,2-dicyanobenzene (1,2-DCB).
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Figure 2.10: TG gpectra of PE with 0.2M 1,2-DCB in PrCN at different delays after UV
excitation. The ion formation is, in this case, slower than that with TCNE as shown by the
increase of the PE"™ absorption with time. Note that the anion of 1,2-DCB does not absorb
between 400 nm and 1100 nm.

Similar results were aso obtained for the fluorescence quenching of PE by
1,4-DCB, 1,3-DCB, fumaronitrile or Phthalic Anhydride (PA), in PrCN (not
shown).

As shown in eq.(1.98), single resonance is achieved when wy, = Wy - Wsiokes.
To alow double resonance CARS, the pump and/or CARS frequencies have
to be in the absorption band of the species studied, to minimize the
denominator of eg.(1.98), and thus to enhance the signal. In other words, the
following conditions have to be satisfied:

Wp = Oy (2.1)

and/or Wears = Weyg (2.2)
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In the case of PE™, the CARS pump intensity corresponds to the maximum of

the absorption band and should thus lead to a strong resonance (Figure 2.9).

Another difficulty with multiplex CARS spectroscopy arises from the phase
matching condition. As the Stokes beam is broadband, phase matching
conditions cannot be satisfied for all wavelengths without changing the angle
of incidence on the sample. To minimize this problem, one has to use a very
thin sample (less than a haf millimeter). In this case, the moving grating
formed is aimost a thin grating and Bragg condition is no longer so restrictive
(see section 1.2.6).

Furthermore, the cell windows give a CARS signal that can be measured even
with an empty sample cell. Flowing the sample in a jet eliminates these two
problems. With the 300 um thick jet used here, no windows effect take place
and phase matching can be achieved over 700 to 800 cm™ (Figure 2.7).

Figure 2.11: Scheme of a CARS experiment in a 300 um thick sample flowing jet. With
thin samples, the phase matching condition is not too restrictive and alows 700 cm™
multiplex CARS to be performed around 500 nm. Signal from the windows is also

eliminated with ajet. Note that both 532 nm pumping photons come from the same pulse.
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All the solvents used were from Fluka with the highest purification grade
available. Only propionitrile was provided by Rathburn in a highly purified
grade (200 nm grade). PE, 1,2-DCB, 1,3-DCB, 1,4-DCB, fumaronitrile and
PA were aso from Fluka and were recrystallized and sublimed. Special care
was taken with TCNE that was, after purification, kept in the fridge under Ar-
atmosphere.

Detection

Performing multiplex CARS alows investigating many vibrations
simultaneously. As many wavelengths are present in the signal, a PM tube can
no longer be used, and a spectral resolution has to be achieved. Furthermore,
vibrational bands may have narrow width, and a high resolution spectrograph
is needed in order to resolve all the bands.

In this experiment a ¥+~m imaging spectrograph (Oriel Multispec 257)
equipped with a 1200 groove/mm grating was coupled to a 1024 x 256 pixels
water-cooled Charge Coupled Device (CCD) camera (Oriel Instaspec 1V). The
resolution thus obtained is 2.5 cm™ for an overall bandwidth of 2500 cm™.

The CARS spectra were averaged over 1000 laser shots in order to minimize
the noise. As the fluorescence of the sample, due to the actinic pulse, is
emitted isotropically and the CARS signal is collimated, spatial isolation of
the signal with an iris is possible, and no background correction has to be
performed.

The bandwidth of the CARS signal is nevertheless limited by the phase
matching conditions, the thinner the sample, the broader the signal. In our jet
experiment, phase matching conditions were achieved over 700 to 800 cm™

without having to change the geometry.
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Experimental Setup

In order to perform double resonance multiplex CARS spectroscopy, the setup
depicted in Figure 2.12 is used. The laser directly produces the pump and
excitation pulses. A spectral portion of white light continuum, formed in a
D,0O/H,0 containing cell, is amplified by a two stages dye amplifier and used
as Stokes pulse. The pump and Stokes pulses are focused in the sample by a
100 mm focal lens, and the CARS signal, that is spatialy isolated (iris) is
focused in an optical fiber coupled to the spectrograph, itself connected to the
CCD camera. A trandation stage is used for the UV pulse, to alow time
resolution of the ET to be investigated. A combination of half-wave plates and

polarization filters were used in order to achieve polarization sensitive CARS

spectroscopy.
£ +— 3w 2w
D,0/H,0 I
N e
dye
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.......... 7
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Figure 2.12: Experimental setup for a multiplex CARS experiment. The broadband Stokes
pulse is obtained by amplification of a spectral portion of the continuum formed in a
D,0O/H,0O mixture. The sample is flowing in a 300 um thick jet in order to avoid window
signa and too restrictive Bragg condition. Time delay is achieved by changing the UV
path-length with a transation stage.
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2.3.3. Nonresonant CARS Spectr oscopy

In order to show that the CARS technique is suitable to characterize species
through their vibrational spectra, we first applied this spectroscopy to solvents.
In this case only single resonance (i.e. vibrational resonance) is achieved as no
electronic transition is taking place near the working frequencies.

The nonresonant electronic background is also present and can be easily
characterized with pure CCl,4, where only one weak Raman band is present
above 850 cm™. The same spectrum is recorded in the presence of a preceding

UV pulse, and as expected, no structural changes are visible.

1.04

0.8 & . pureccl,
SN CCl, with UV

lcars [@-U.]

0.4+

459 cm™
1
1539 cm

0.2 —

790 cm™

762 cm™

0.0 —

500 1000 1500

Figure 2.13: CARS spectrum of pure CCl, obtained with and without previous UV
irradiation. No structural differences are induced by the UV pulse. Note that the 459 cm™
band is so intense that it is visible even if the phase matching conditions are not fulfilled for
this frequency. Above 800 cm™ the CARS signal is only due to the electronic nonresonant

contribution and contains only one weak band at 1539 cm™.
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Once the nonresonant electronic signal is determined, other solvents can be
investigated. As described in section 1.4.1, the CARS line-shapes depend on
the nonresonant background. A complex data analysis has to be performed in
order to extract their line-shape parameters. Nevertheless, a simple
observation of the line-shape (Lorentzian or dispersive) is sometimes
sufficient to find the central frequency of the vibration. In the following
examples, values obtained from the CARS spectra are in perfect agreement
with the literatures®. The relative intensities of the Raman bands, taken from

the same literature, are mentioned in brackets.

6 DMSO

1420 cm™

] I T I I T ]
1000 1200 1400 1600 1800 2000 2200 w [cm_]]

Figure 2.14: CARS spectrum of pure dimethylsulfoxide (DMSO). The weak 1420 cm™ (5)

band isin the phase matching region, and thus appears as dispersive.
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Figure 2.15: CARS spectrum of pure acetone. Vibration a 783 cm™® (60) is amost
Lorentzian due to its high intensity and the small nonresonant background. The other bands
a 1065 cm™ (5), 1220 cm™ (5), 1360 cm™ (weak), 1428 cm™ (8.5) and 1712 cm™ (15)

exhibit dispersive line-shapes.
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Figure 2.16: CARS spectrum of tetrahydrofurane (THF). Vibrations are at 912 cm™ (45),
1026 cm™ (5), 1070 cm™ (1.5), 1225 cm™ (4.5), 1364 cm™ (0.5) and a broad one with two
maxima at 1447 cm™ and 1480 cm™ (5.5). Only the 912 cm™ band is almost Lorentzian.
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Figure 2.17: CARS spectrum of pure 1-2 dichloroethane (1-2 DiCl). With the exception of
the bands at 652 cm™® (45) and 750 cm™ (40), all other bands have intensities smaller than 7.
Furthermore, the band at 1435 cm™ is due to two very close bands that cannot be resolved

with asimple analysis.
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Figure 2.18: CARS spectrum of pure cyclohexane (CycloHx). The strong band at 802 cm™

(90) is Lorentzian while the others at 1030 cm™ (13), 1157 cm™ (5.5), 1267 cm™ (11),
1350 cm™ (2) and 1446 cm™ (10) are dispersive.



94 Chapter 2
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Figure 2.19: CARS spectrum of pure ethanol (EtOH). Bands are very intense and the
overall nonresonant shape is highly distorted. Vibrations have the following intensities
from 882 cm™ to 1454 cm™: 53, 14, 14, 6, weak, 19 (broad with a shoulder at 1485).
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Figure 2.20: CARS spectrum of pure acetonitrile (MeCN). Only few bands are present, but
that centered at 1440 cm™ (weak) is broad (from 1350 to 1600 cm™). Other bands are at 917

cm™ (15), 1372 cm™ (3.5) and 2253 cm™ (31).
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Figure 2.21: CARS spectrum of pure propionitrile (PrCN). Many band are present below
1470 cm™ : 836 cm™ (9.5), 1003 cm* (4), 1073 cm™ (5), 1260 cm™ (weak), 1319 cm™
(1.5), 1385 cm™* (weak), 1430 cm™ (3) and 1463 cm™ (3). A last band at 2246 cm™ (39) is

visible. Nevertheless, the region from 1500 cm™ to 2200 cm™ gives a nice window without
any solvent vibrations.

In order to completely characterize the solvent, equation (1.106) was used to
perform a full smulation of the solvent bands and of the nonresonant

electronic background. An example of such a fit is presented for pure

propionitrile:
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Figure 2.22: CARS spectrum of pure propionitrile (dots) and best fit (thin line) obtained

with 8 vibrational modes interacting with the nonresonant electronic background.

This fitting procedure allows not only the central position of the vibration

bands to be determined, but also their relative intensities. Comparison of the

CARS values obtained with those from Raman spectroscopys® is very good in

the centra part of the CARS signa and dlightly imprecise in the low

frequency domain. It can be noticed that in Figure 2.22, this part of the fit is

not optimal. This is probably due to an asymmetry in the nonresonant

electronic background, which is not taken into account in the fit.

Vibration [cm™] | 836 | 1003 | 1073 | 1260 | 1319 | 1385 | 1430 | 1463
Raman intensity | 9.5 4 5 |weak| 15 |weak | 3 3
CARSintensity | 147 | 48 | 63 | 083 | 12 | 03 | 27 | 27
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2.3.4. TimeResolved CARS Spectroscopy of PE™”

In order to investigate intermolecular ET reactions in the condensed phase, we
focused on PE™, due to its high absorption coefficient in the wavelength
domain available (see Figure 2.9). It is produced by photoinduced ET with
TCNE. This very efficient electron acceptor absorbs neither at 355 nm nor in
the visible and is thus suitable for this experiment. Furthermore, its anion
absorbs only below 470 nmSs,

1.0

0871 —— Pe/TCNE
........ PrCN
—— difference

0.0 —

1570 cmt

800 1000 1200 1400 1600 1800

) [cm']]

Figure 2.23: CARS spectrum of pure PrCN and of a 10°M solution of PE with 0.15M
TCNE in PrCN. Difference spectrum (thin line) shows three new bands at 1295 cm™,
1368 cm'*, and 1570 cm™, that can be attributed to the ground-state of the PE.

Three new bands appear by adding 10°M PE and 0.15M TCNE in PrCN. In

order to determine the origin of these new bands (PE or TCNE), the same

measurement was performed with a solution 3-10°M of PE and 0.2M 1,2-
DCB in THF. As shown in Figure 2.24, the same three new bands are present
a 1295, 1368 and 1570 cm™ alowing their attribution to the ground-state of
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PES0. Furthermore, no bands due to TCNE or to 1,2-DCB are visible in this

spectral window.
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Figure 2.24: CARS spectrum obtained with pure THF and with a solution of 10°M PE and
0.2M 1,2-DCB in THF. The three new bands of the PE are visible at 1295, 1368 and
1570 cm™,

Upon irradiation with a 3 mJ UV pulse at various time delays before the
CARS experiment with the PE/TCNE solution, intermolecular ET is induced,
leading to the formation of PE™ and TCNE". The absorption spectrum of
TCNE" being out of the resonance domain, its contribution should be much
smaller than that of PE **. One can thus expect the band of PE to be bleached
and new ones from PE'* to be formed.

Furthermore, as the double resonance condition is only fulfilled for perylene
cation, the new bands should be larger than that of its ground-state, even if its

concentration is smaller.
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Figure 2.25: CARS spectra of a PE/TCNE solution in PrCN with and without UV
excitation and difference spectrum. The UV pulse arrived 2.7 ns before the pump and
Stokes pulses. The new band at 1412 cm™ is assigned to the PE"*. Note that the bands of PE
that is depleted, have inverse dispersive-shapes.

As expected, with actinic UV excitation, a new intense band is formed, which
Is assigned to a specific vibration of the radical cation of the PE.

Changing the delay between the UV pulse and the CARS experiment allows
investigation of the rate constant of formation of the cation and thus of the

intermolecular ET rate constant.
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Figure 2.26: Time evolution of the difference CARS spectrum obtained with and without

UV excitation. The PE™* formation is shown by the increase of the 1412 cm™ band.

In this experiment, the ET is already completely achieved after 132 ps. The
rate constant can thus be estimated to be less than 100 ps.

Unfortunately, it was impossible to reproduce the above results, and therefore
this time constant has to be taken with caution.

Even with newly purified (recrystallized and sublimed) PE and TCNE, this
double resonance CARS signal of PE™™ was no longer achieved. Great care
was taken to optimize the geometry and change the power of each beam, but

this 1412 cm™ band was no longer observed with this system.

When an experiment is not reproducible, one immediately thinks of an
impurity problem. Nevertheless, the hypothesis of an impurity present in the
PE, TCNE or the solvent is improbable as it would have need to satisfy the
following conditions:

1) Theimpurity must absorb at 355 nm.

2) lItstransient spectrum must be around 500 to 600 nm.
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3) Itsconcentration hasto be larger than that of PE™".

4) It hasto possess a vibration frequency of 1412 cm™.

The condition 1 alows to eliminate a contamination of the solvent, as the
absorption spectrum of PrCN (Rathburn 200 nm grade) did not show any band
above 220 nm.

Conditions 1 and 3 limits the possibility of an impurity in the PE as its ion
yield with TCNE is 0.557. The impurity should then represent more than 40%
of the total amount in order to compete with the cation. Such an impurity
concentration would strongly modify the absorption spectrum in the UV,
which was not observed.

The TCNE is the most probable source of problems, as it is known to slowly
degrade. However, it is probably not the case, as the transient absorption
gpectra of the PE/TCNE in PrCN (Figure 2.9) does not show any long living
species other than PE*. Nevertheless, in order to demonstrate it, we performed
the same CARS experiment with a different electron acceptor: Phthalic
Anhydride (PA).

The CARS signal of a solution 10°M PE with 0.2M PA in propionitrile was
measured. As shown in Figure 2.27, irradiation with a UV pulse 133 ps before
the CARS experiment leads to a slight change at four frequencies: 1295 cm™,
1368 cm*, 1570 cm™ and 1412 cm™. Three of them correspond to the
bleaching of PE and the last one is ascribed to the formation of its radical

cation.
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Figure 2.27: CARS spectra of a 10°M PE solution with 0.2M PA in propionitrile with and
without UV excitation and difference spectrum. It can be noticed that the 1412 cm™ band is
accounting for the presence of PE™*. The UV pulse arrived 133 ps before the pump and

Stokes pul ses.

The presence of this small band a 1412 cm™, even in absence of TCNE,
eliminates the hypothesis of dirty TCNE.

Unfortunately, the signal intensity is much smaller than that obtained in the
previous experiment and kinetic measurements were impossible to perform

accurately.

The most probable reason for this reproducibility problem is that resonant
CARS is sensitive to many parameters and especially to saturation. When
Intense pulses are used, the resonance signal saturates and is overwhelmed by
the nonresonant contribution.

Most of the CARS experiments reported in the literature were performed with
low power pulses at high repetition rate (kHz or MHz), and with single
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wavelength detections.62, This allows the detector to be a high sensitivity PM
tube and thus to use low power pulsesin order to avoid saturation problems.

It is thus probable that the band at 1412 cm™ really corresponds to a PE™*
vibration. Unfortunately, working at 10 Hz and with a CCD camera detection
implies high intensities to be used, probably leading to saturation of the
resonance. The signal shown in Figure 2.25 is the proof of the feasibility of
such an experiment, but the experimental conditions are very complex and
hard to reproduce.

In the case of PE/PA, conditions were probably not perfect, and the signal

intensity from the ion band was only partially enhanced.

It is also interesting to notice that the papers dealing with resonance CARS
spectroscopy are mostly obtained with only few molecules such as 1,2-
diphenylbutadieness, t-stilbenes3-65, rhodopsinesés?, B-caroteneblss or retinal €.
It seems that double resonance CARS spectroscopy is only efficient with those
molecules.

Such a behavior is odd, but one has to admit that, even if the basic theory of
CARS is known, there are still many other nonlinear phenomena that can take
place simultaneously. Competition between them should be investigated in
more details by the theoretician, in order to predict the CARS behavior of a
specific molecule.

It is also probable that only vibrational modes that are strongly coupled to the
electronic transition can really be enhanced by double resonance conditions.
This would explain the small number of molecules studied so far with this

technique.
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2.3.5. Conclusion

Double resonance multiplex CARS spectroscopy is a very attractive technique
to investigate transient molecules through their specific vibrational modes.

In principle, CARS is an idea technique for studying transients showing
similar absorption in the UV/VIS domain. For instance exciplexes and ions
pairs having different structures, they should be distinguishable through their
CARS spectra.

Unfortunately, if this technique is suitable for highly concentrated species, it
seems that only polyene molecules give rise to intense double resonance
signals, allowing low concentration analysis to be performed.

In this work, we have observed the first CARS spectra for intermolecular
electron transfer reaction between PE and two different electron acceptors. As
shown in Figure 2.25, a new band at 1412 cm™ has been assigned to the PE
cation. Kinetic measurements could not be performed accurately, but as shown
by the TG spectrum (Figure 2.9), the ion formation takes place in less than
100 ps, in complete agreement with the CARS data. Furthermore, no spectral
shifts were observed in longer time domain. If ET would have produced CIP
prior to LIP, a vibrational shift should have been observed?™. The direct
formation of the LIP is consistent with the important free energy of the
reaction (AG < -0.7 €V)34, which allows the ET to take place over a few
angstroms.

Saturation problems are probably responsible for the very bad reproducibility
of such experiment. Working at 10 Hz in a multiplex way, implies high
intensities to be used and thus saturation problems to be important. Working
with a high repetition tunable laser would probably |leads to better results, as
lower peak power could be used. Furthermore, a precise control of the pulses
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polarization should allow the nonresonant background to be suppressed, and
thus enhance the sensitivity of the technique.

On the other hand, theoreticians have still to explain why, even with optimized
setup, some molecules lead to intense double resonance signal and others to
very weak one. Thisis especially interesting as most molecules give rise to an
intense resonance Raman signal. It is only then that TR>-CARS will really be
a powerful, complementary technique to other spectroscopies, and become a

common tool for species characterization.
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3. Experiment with Unamplified fs Pulses

3.1. Introduction

As shown in the previous chapter, pulses of 25 ps duration are too long to
investigate excited-state lifetime of radical ions in liquids. Measurements in
boric acid34 or in low temperature matrixes’® lead to values from 35 ps to 100
ps, but in the liquid phase, their lifetime has been shown to be shorter than 15
pS, our ps experiment resol ution.

In order to obtain accurate values of ultrafast processes, sub-picosecond time
resolution has to be achieved. For this reason, the group of Eric Vauthey
acquired in 1997 alaser producing low energy pulses (nJ) of about 60 fs.

This chapter describes the interfacing of a complete fs experiment, the pulse
duration measurement and of course a photophysical application in the fstime

scae.

3.2. ThefsTi:sapphireLaser

Without going too deeply in the laser theory, which can be found in the
literature”273, it is important to review the basic principle of ultrashort pulses

production.
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3.2.1. Production of fs Pulses

A linear cavity of length L only alows wave frequency multiples of c/2L to
oscillate. The electric field in the cavity is thus quantified, and all possible
frequencies are called the longitudinal cavity modes.
Furthermore, the laser media possess a specific gain spectrum, and only
photons in this spectral window can be amplified and thus lead to Light
Amplification by Simulated Emission of Radiation (LASER).
Due to losses in the cavity, modes that are not amplified enough in the
medium, loose intensity at each round trip and vanish.
In conclusion, for a light mode to be amplified, three conditions have to be
fulfilled:

1) The mode must have a frequency

L=n_—
2L withn=1,23,... (3.2)
2) It must be in the gain spectrum of the lasing medium

3) lItsgain hasto be greater than its losses.

In the following Figure, only three modes oscillating in the cavity lead to laser
output.
Gain

modes

| Gan

AN

Figure 3.1: Modes oscillating in a cavity with a lasing medium. Only the three central

modes satisfy the conditions for amplification.
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In order to create a pulse of light, many frequencies have to interfere in phase

and thus create a wavepacket.
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Figure 3.2: Simulation of pulse formation by increasing the number of in-phase modes
(Gaussian distribution of intensity with constant frequency shift between the modes). A)
With 3 modes and B) with 40 modes.

In other words, to produce ultrashort pulses one needs:
1) Toincrease the number of amplified modesin the cavity

2) To phase-lock them.

Amplified Modesin a Cavity

To increase the number of amplified modes in a cavity, it is possible to limit
the losses, to increase the cavity length or to use broadband gain medium.
A) Losses being usually aready minimized in all lasers, this factor is not
suited to shorten the pulse duration.
B) The length of the cavity has only a small impact on the pulse duration
asincreasing by afactor of two is already experimentally difficult.
C) The best way to enlarge the number of oscillating modes is to use a

broadband gain medium. Working with organic dye solutions instead
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of crystals was the first way to achieve fs pulses, as laser dyes possess
fluorescence bands as broad as 80 nm (for R6G). Nevertheless,
working with crystals is more convenient and the discovery of the
Ti:sapphire properties made a real revolution in the laser world. This
material possesses a gain bandwidth of 200 nm FWHM. In

comparison, Nd:YAG crystal only emits over few wavenumbers.

Cavity Mode-locking

In order to obtain short pulses, the intracavity modes have to oscillate in

phase. To phase-lock them, many techniques can be used:

A) Active mode-locking: the cavity length being known, it is possible to

B)

calculate the round trip time of the light in the cavity (usually between
7 and 15 ns). It isthen possible to add afast gate in the cavity, working
at the corresponding frequency (around 100 MHz), so that only one
wavepacket can oscillates without being attenuated. Acousto-optic
modulators are used for this purpose, as they can work at these
frequencies. All wavepackets not in phase with the modulator are
partially diffracted by the induced acoustic grating. This technique is
used as well for psthan for fs pulses mode-locking.

Passive mode-locking: for ultrashort pulses production, saturable
absorbers are often used. They increase the losses in the medium by
absorbing the oscillating wavelength. When a wavepacket is intense
enough, its leading edge bleaches the saturable dye, and the main part
of the pulse can go through with low losses. All the light modes that
are not in phase with the wavepacket are too weak to bleach the dye,

and thus vanish.
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For Ti:sapphire fs pulses, passive mode-locking is performed with a
dit inserted in the cavity. This dlit increases the losses, and cw lasing is
more difficult. By perturbing the laser cavity, its length changes
dightly, and a few modes begin to oscillate in phase. This initial
wavepacket thus formed has a high peak power and induces a
nonlinear process called Self Focusing (SF) in the Ti:sapphire crystal.

The refractive index of a nonlinear medium being sensitive to the light
intensity, a spatial Gaussian distribution of light intensity induces
refractive index distribution similar to that of a converging lens. Thisis

known as Kerr lensing.

I

> —>

Z n=n,+n,|

optical
thickness

Figure 3.3: Principle of aKerr lens. In nonlinear media, the refractive index depends on the
light intensity and thus a Gaussian pulse induces changes in the optical thickness of the
sample. A Kerr lensis produced.

The wavepacket being focused, the beam radius becomes smaller, and
the losses induced by the dlit decreases. At each round trip, the
wavepacket is amplified and is thus more focused. Finally, the fs

wavepacket can go through the slit with very few losses.



Experiment with Unamplified fs Pulses 111

In the ps Nd:Y AG laser described in chapter 2.3.2, mode-locking is achieved
through combination of an acousto-optic modulator (active) and of a saturable
absorber (passive).

In our Ti:sapphire fs laser, mode-locking is a combination of active (acousto-

optic modulator) and passive (Kerr lens) mode-locking.

3.2.2. Characterigtics

The laser used in this work is a Tsunamill Ti:sapphire provided by Spectra
Physicsl]. It is pumped by the frequency doubled output of a 5W cw
Nd:YVO, laser also from Spectra Physicsl] (Milleniall V). The latter is
pumped by two arrays of laser diodes providing 40 W of cw light around 816
nm. Cooling is achieved by an internal water circuit with a air/water heat
exchanger. A laboratory with efficient air-conditioning is thus necessary to

keep the room temperature constant between 19 and 20°C.

The minimal pulse duration is 60 fs, but it can be varied by changing the dlit
sizein the cavity, up to hundred fs.

The output power is 1W, and as the laser is working at 82 MHz, this
corresponds to an energy per pulse of 12.2 nJ, produced every 12.2 ns,

The peak power obtained with the minimal pulse duration is 0.25 MW.

The central wavelength is 800 nm, but it can be easily tuned from 750 nm
(0.4W) to 840 nm (0.4W), by changing the dlit position.
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3.3. PulseDuration M easurements

In order to perform fs measurements, one needs to be sure of the duration of
the pul ses used.

For pulses longer than 500 ps, combination of afast photodiode detector and a
modern oscilloscope alows a direct measurement of the pulse duration. With
shorter pulses, pure optical methods have to be used, as the response of the

electronic detectors istoo slow.

3.3.1. Fourier-Transform-Limited Pulses

According to the Heisenberg uncertainty principle, it is not possible to know
simultaneously the frequency and the pulse duration of a wavepacket, with
infinite precision.

Ot [DE =17 3.2)

ot [dw=1 (3.3)

where O represents the half width of the Gaussian profile.

This can also be understood by considering that a wavepacket is formed by in-
phase interaction of waves of different frequencies. In other words, a short
pulse has a broad spectrum.

One has to remember that the opposite is not true, as broadband pulses have
not to be short. For instance, switching on and off a lamp does not give fs

pulses even if the spectrum is very broad (white light).
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It is nevertheless possible to find the shortest limit of the pulse duration by
studying its spectrum. If the pulse reaches this limit, it is caled "Fourier-
transform-limited" 74,
An easy way to quantify the width of a spectrum is to measure its Full Width
at Half Maximum (FWHM). Equation (3.3) can then be rewritten as:

At = K (3.4)

where At and Av are the temporal and spectral widths at half maximum. K
depends on the shape of the pulse. For a Gaussian pulse, K = 0.441 and for a
squared hyperbolic secant, K = 0.315.

FWHM spectrum [nm] 0.02 12 14 16 18 | 100
Gaussian pulse duration [fg] 47000 | 78 67 59 52 94
Sech? pulse duration [fs] 34000 | 56 | 48 | 42 | 37 | 6.7

Table 3.1: Fourier-transform-limited pulse durations for different spectra bandwidths

around 800 nm, assuming a Gaussian or a squared hyperbolic secant pul se shape.

As shown in table Table 3.1, the assumption on the pulse shape has a great
influence on the calculated pulse duration. For instance a spectrum of 14 nm
FWHM centered at 800 nm, leads to a Fourier-transform-limited pulse
duration between 67 and 48 fs, depending on the pul se shape used.
Furthermore, the central wavelength is also important in the pulse duration
calculation. For a given pulse duration, the corresponding spectrum width can
be calculated with:

AN = 200 - ¢ ]
[% G+ o mmen (35)

where A is the centra wavelength, ¢ the speed of light and At the pulse

duration. For instance, assuming a sech’ pulse shape, a 50 fs duration has the

following FWHM spectrum for the given central wavelength:



114 Chapter 3

Central wavelength [nm] 760 780 800 820 840

FWHM spectrum [nm] 12.2 12.8 13.5 14.1 14.8

Table 3.2: Fourier-transform-limited pulse bandwidths (FWHM) for different centra

wavel engths, assuming a squared hyperbolic secant pul se shape.

3.3.2. Autocorreation

A second way to determine the pulse duration, is the measure of the intensity
autocorrelation function. The key idea is to duplicate the laser pulse, and time
delay one copy relative to the other. Looking at their interference allows

information about the pulse duration to be extracted.

Second order autocorrelation can be easily achieved by choosing a detector
that is only sensitive to two-photon processes. The cheapest way is to use a
Light Emitting Diode (LED) of band gap greater than the photon energy7s7e.
In this case the two-photon process, corresponding to the overlap of the two
time delayed pulses, lead to an increase of the observed voltage. Pulse
duration can be directly extracted, assuming a known pulse shape.

Performing a collinear recombination of the two electric fields leads to an
interference pattern, unless the sweeping of the delay is faster than the
detection time constant. In the latter case, the autocorrelation analysisis easier
to perform.

As in the case of Fourier transform of the spectrum, the pulse shape has to be

assumed and influences strongly the results.
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For instance, FWHM pulse duration (At) can be calculated from the FWHM

AT of an intensity autocorrelation trace:
At =87 .
4-414 for a Gaussian pulse shape (3.6)

ar=40y, -
1.54 for an squared hyperbolic secant pulse shape (3.7)

Another important point to mention is that an autocorrelation function is
aways symmetrical, even if the pulses are asymmetric. It can thus not be used

for pul se shape characterization.

Autocorrelation
function

/ \ » t

, . Timedelayed
' ~  pulse

*
S
S
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.
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Figure 3.4: Symmetrical autocorrelation trace produced by interaction of two time delayed

portions of an unsymmetric pulse.

Setup

In order to build up an autocorrelator, one needs a fast scanning translation

stage. A loudspeaker is a cheap and efficient way to achieve this goal.
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Mounting a mirror right on the middle of the membrane and feeding the
loudspeaker with triangular electric signal, allows good linearity of trandation
to be achieved over 0.1 mm, corresponding to an optical delay of 600 fs.

As a detector, asimple LED emitting above 700 nm can be used. Two-photon
absorption is necessary for a current to be generated, and thus second order
autocorrelation is readily measured. Experimentally, one needs to eliminate
the polymeric front part of the diode to allow a good focalization of the laser
pulses on the very small emitting zone.

As the laser operates at 82 MHz, a 70-80 Hz oscillation of the loudspeaker
membrane gives a continuous signal that can be recorded on an oscilloscope

or by a computer acquisition board.

Calibration

Figure 3.5: Scheme of an autocorrelator formed by aloudspeaker and a LED as a nonlinear

medium and detector (D). The beamsplitter (BS) has to be as thin as possible in order to

limit pulse chirping. Time calibration is achieved by removing the calibration plate.
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Results

As described previoudly, the shortest pulse duration is achieved by increasing
the dit size in the cavity. It is possible to reach pulses spectrum of FWHM as
large as 14 to 16 nm. Further increase of the intra-cavity dit eliminates its
mode-locking function, and cw light is produced.

Note that the pulse spectrum is measured by a diode array placed after alarge
slit monochromator. The reading sweeping leads to a continuous trace on an
analogic oscilloscope. The calibration of the wavelength axis is performed by

changing the central value of the monochromator.

Pulse duration obtained by Fourier transform of the spectrum:
from 60 to 70 fsif Gaussian shape is assumed

from 40 to 50 fs for squared hyperbolic secant shape

Second order autocorrelation trace of such pulse is shown in Figure 3.6.
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Figure 3.6: Autocorrelation trace of a Gaussian pulse of 69 fs (98/1.414) obtained with

(dots) and without (continuous line) a 310 fs calibration window.
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Its FWHM isof 98 fs, leading to pulses duration of:
98/1.414 = 69 fsif Gaussian shape is assumed
98/1.54 = 64 fsfor squared hyperbolic secant shape

As long as the pulse shape is not known, the pulse duration cannot be
determined precisely. More complicated methods such as Frequency-Resolved
Optica Gating (FROG)77 or Spectral Phase Interferometry for Direct Electric-
field Reconstruction (SPIDER)78 gives information on the amplitude and the
phase of the pulse, alowing complete pulse characterization to be performed.
Nevertheless, for our purpose it is sufficient to have an approximate value of
the pulse duration, and we can assume the pulses to have minimal duration of
65t0 70 fs.

3.4. Interfacing of the fs Experiment

In order to perform a fully automated experiment, interfacing between the
mechanical and electronic devices and the computers has to be achieved. For
instance, the trandation stage must be computer controlled in order to ensure a
good reproducibility of the measurements. Furthermore, detection parameters
such as amplification, acquisition time and averaging level have to be easily
accessible. This is achieved by the programs, written in Fortran and Pascal,

and the specific interfacing described in this chapter.
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3.4.1. Real Time Measurements

As our laser produces pulses every 12.2 ns, we first build up a rea time
experiment. By real time, one means that the acquisition is made with a time
axis in seconds, that has to be converted in fs by mean of the calibrated speed
of the delay line.

This kind of measurement is easy to perform, as both computers (the one that
controls the delay line and the one that makes the acquisition) can work

separately. A trigger pulseis necessary for both to begin simultaneously.

3.4.2. Computer Controlled Delay Line

To perform a fs-experiment, a um-precision delay line has to be used. The 25
mm trandation stages from Micro Control[] are optimal for this purpose as
the trandation motion is achieved by the rotation of a screw. New Focus(]
motorized screws have very small thread, and one complete turn leads to a
translation of 320 um, corresponding to a delay of 2.12 ps (controlled with a
pum caliber over more than 10 rotations).

These screws can be controlled by a multi-axis picomotor driver (model 8610
from New Focusl]), alowing up to 8 three-axis devices to be analogicaly
(remote) or digitally (computer) controlled. The digital command needs 12000
pulses to complete one screw turn, allowing a maximal theoretical resolution
of 0.2 fs per step.

For each step, the CTM-05 board from Metrabytell mounted in the
controlling computer (Compag] 486 DX2 prolinea) hastosendal ms TTL

pulse to the delay controller. This is achieved by a Fortran program, using
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procedures written in Assembly. The program described above is inspired
from a delay controller program developed in 1996 by Vauthey and Pariat for

the ps experiment and described by Hogemannss.

Explanations of the Fs_kin3 Program

The first task of the program is to ask for the measurement parameters. The

‘param’ procedure allows three parameters to be modified:

1)

2)
3)

Other parameters are hidden, but can be modified in the program. This is the
case for correction parameters that ensure compatibility with a specific

hardware (processor performances and speed of the motorized trandation

stage)

Length of one scan in steps (for convenience, one step corresponds to
100 TTL pulses and thus to 17 fs. Nevertheless, the experimental time

resolution is not affected as the delay moves continuously).

Initial position (usually an acquisition begins at position 0).

Number of scans. This allows averaging to be performed.

subroutine param

includefgraph.fd'

dimension acp(6)

integer*2ib

integer*4 avlev, nstep, nrdl

real*4 cor

character erase*5, posl*8
common/para/avlev,nstep,rlo,rdl,rmm,kscans,corrup

open(1,file="param.txt',status="unknown',access="sequential’,

+form="formatted’)

do8i=1,6

read(1,100) acp(i)
continue
close(1)
erase="\033[2j'c
pos1="033[1;27h'c
ib=int(acp(4))
ic=int(acp(5))

I read the values from
"param.txt"

I number of scans
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03

30
40
52

120
60
70

100

end

nrdl=int(acp(2))
continue
write(*,30) acp(2)
write(*,40) acp(3)

I acquisition length in steps

write(*,52) ic
erte(* ’*)'************************************************'
format(’ 1) length of one scan [steps): 'f10.1) ! displayed on the screen
format(' 2) init. pos. optical delay [mm]: 'f10.2) I displayed on the screen
format(* 3) number of scans: "i5) I displayed on the screen
ix=0
write(*,*)'to change a parameter, just strike his#' I displayed on the screen
write(*,*)'to keep the values unchanged, strike "enter™ I displayed on the screen
read(*,120) ix
format(il)
format(i5)
format(f10.5)
if(ix.ne.0) then
if(ix.eq.1) then
write(*,*)" length [steps]' I changing the acquisiton length
read(*,60) nrdl
acp(2)=float(nrdl)
endif
if(ix.eq.2) then
write(*,*)" init. pos. [steps]’ I changing the initial position
read(*,70) acp(3)
endif
if(ix.eq.3) then
write(*,*)" number of scan’' I changing the number of scans
read(*,60) ic
acp(5)=float(ic)
endif
cal clsc
goto 3 I loop to change parameters
else
goto 2 I exit the parameter loop
endif
continue

open(1,file="param.txt',status="unknown',access="sequential’,
+form="formatted’)

do4i=1,6
write(1,100) acp(i)

continue

format(1x,f10.1)

close(1)

nstep=acp(1)+1

rdl=acp(2)

rlo=acp(3)*10

avlev=ib

kscans=ic

cor=acp(6)

I write the parameter in afile

I send the valuesin the parameters

Once the parameters have been entered, the program calculates the number of

steps needed to reach the final position.
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subroutine movto(rmm)

end

$include:'tg2.fcm’
integer* 4 ithnew,istep
ithnew=int4(rmm)
istep=(ithnew-itheta)
call move(istep)

I compare the actual position with the final one.

It is now ready to start the acquisition. In the 'move’ procedure, the program

determines the direction of the displacement (up or down), and generates,

through the acquisition board, the TTL pulses. Note that prior to the 'move

subroutine, a TTL-trigger pulse is sent to the acquisition computer (not

shown).

subroutine move(istep)

$include:'tg2.fcm’
integer* 4 istep, denomi
character erase*5, posl*8

erase="\033[2j'c
pos1="033[1;27h'c
if (istep.eq.0) then
goto 136
endif
if(istep.gt.0) then
cal up
isgn=1
corrup=1.05
istepc=(int4(istep* corrup))
endif
if (istep.It.0) then
call down
isgn=-1
corrup=1
istepc=abs(istep)
endif
istep=abs(istep)
cal clsc
if (istepc.It.250) then
denomi=10
else
if (istepc.1t.2500) then denomi=100
else denomi=1000
endif
endif
do 134 i=1l,istepc

i2=nint(i/corrup)

if ((i2/denomi).ne.((i2+1)/denomi)) then
write (*,*) i2+1

endif

do 135j=1,100
call upbit(2)
call gwait(5)

I prepare up direction motion

I prepare down direction motion

I begin of the stepsloop
I'write the evolution of the acquisition
I 100 TTL pulsesfor each step

I change state of output 2
I wait 1 ms
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cal dbit(2) I close the pulse by changing the state of output 2
if (isgn.eq.-1) then
if (inbit(0).eq.1) then
itheta=0 I check if TZD indicates position 0
goto 136
endif
endif
call gwait(20) I make ams stop between each TTL pulses
135 continue
134 continue
itheta=itheta+(isgn*istep) I calculate the new actual position
136 end

Many other options have been programmed, such as a mouse control to
modify the delay position. It would take too much space to rewrite the
integrality of the program (more than 20 pages) and only the main points have

been described here.

In our experiment, the time needed to perform one screw rotation is 18.3
seconds. Asit corresponds to a delay of 2.12 ps, the time axis conversion is of
116 fg/sec.

Linearity of the Trandation Stage

In areal time measurement, one has to be sure that the delay line is perfectly
linear. If not, the acquisition time axis is wrong, and data analysis is not
possible.

The time needed for one step to be accomplished can be assumed to be
constant, as it is defined by the computer. The control of the linearity can thus
be performed by controlling the number of steps needed for each screw

rotation.
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The following results were obtained:

Screw turns 1 2 3 4 5 6 7

# of steps 128 127 126 125 122 120 120
Screw turns 8 9 10 11 12 13 14
# of steps 119 119 119 119 120 120 122

The delay is highly linear over height screw rotations (turn 6 to 13),
corresponding to an optical delay of 17 ps. Over longer range, nonlinearity is
present, and acquisitions have to be considered with at least 10% intrinsic

error.

A second way to check the linearity of the delay line is to perform twice a
similar measurement, but once with a known induced delay. For instance
addition of a quartz calibration plate of known thickness, alows to delay the
probe beam by a known amount. We used a 310 fs calibration plate from
Spectra Physicsl] to induce the delay, and check the linearity of our delay

line.

600 800 1000 1200 1400 1600 1800 time [fs]

Figure 3.7: Calibration of the delay line by performing a similar measurement with and
without a known calibration window of 310 fs.
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As a conclusion, real time measurement can be performed over 15 ps with a
very good precision. Longer acquisition should be avoided.

Usually trandlation stages possess springs to force the stage to stay against the
screw. Unfortunately, the strength of the spring is not linear, and the
probability of screw-dlipping of the piezo motor is not constant over the delay
line. In order to avoid this problem, we placed the delay line, without springs,
vertically. The force used in this case is the gravity, which is independent of
the position of the translation stage.

Nevertheless, it is clear that it is more difficult for the screw to push the
mirrors up than down, and the screw dliding is different for up and down
motions. In order to ensure good measurements, we only acquired data during
the up motion, and we used a Turn Zero Detector (TZD) to ensure the correct

back position of the translation stage.

Turn Zero Detector

The key ideais to place areference on the screw, and detect it at each turn by
a magnetic detector from Syrelecl]/Crouzetll (D in Figure 3.8). The TZD
increments a counter at each up-turn, and decreases it when down motion is
performed. When the zero position is reached, the TZD produces a pulse that
stops the down motion of the delay line.

The Figure 3.8 shown how the TZD works with a computer controlled delay
line. The computer sends TTL pulsesto the screw controller, which transforms
them in high voltage peaks. An up or down pulse is also sent to the TZD, so
that it can increase or decrease its counter, according to pulses from the

magnetic detector. Finally, when the turn zero is reached during a down
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motion, the TZD stops the computer, and thus the screw controller. This

system ensures that each acquisition begins exactly at the same position.

TTL Acquisition
up
100

200

Up or
Down

Figure 3.8: Scheme of a computer controlled delay line, using a Turn Zero Detector for

higher acquisition reproducibility. Information flow is represented by arrows.

To take the TZD stop pulse into account, the program is modified for the

down motion in the following way:

1) The down step loop has to be longer (by rTZD = 1.1), in order to

ensure that TDZ signal is the only way to end down motion.
2) The TDZ state hasto be checked to exit the loop.

do 134 i=l,istepc*rTZD
i2=nint(i/corrup)
if ((i2/denomi).ne.((i2+1)/denomi)) then
write (*,*) i2+1
endif
do 135j=1,100
if (isgn.eq.-1) then
call upbit(2)
call gwait(5)
call dbit(2)
if (inbit(0).eq.1) then
call qwait(1)
if (inbit(0).eq.1) then
itheta=0
goto 136
endif
endif
ese...

1'rTZD =1 for up, but 1.1 for down
I'write the evolution of the acquisition
I 100 pulse for each step
I down motion
I produce pulses for
the delay controller
I Testif TZD stop state is produced

during down motion

I'if stop pulseis present, the loop ends
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3.4.3. DataAcquisition

In areal time measurement, the acquisition computer is almost independent of
the delay line controller. The only common part is atrigger pulse produced by
the delay computer at the beginning of the trandlation stage motion. Of course,
the acquisition parameters, such as the number of steps and scans, have to be

consistent for both computers.

Acquisition Board

As described previoudly, a 2 ps acquisition takes more than 17 seconds. Thus,
the acquisition board has not to have a fast response. For this reason, an
acquisition 12-bit A/D board Axiom AX 5210 is sufficient.

This board possesses 16 analogic inputs, 8 digital inputs and 8 digital outputs.
Its maximal working frequency is 30 kHz in analogic mode, as A/D
conversion has to be performed. This alows a theoretical resolution for the
experiment of fractions of fs. Experimentally, time loss in the program loops
limits this acquisition frequency to 1 kHz.

For real time measurement, even a simple acquisition board is sufficient, as
only two inputs are needed, with time resolution in the 100 ms range (=10 fs
resolution).

The vertical resolution of the Axiom[ board is of 4096 points for a+5V input
range. The card gain can be increased up to 16, in order to achieve a maximal
resolution of 0.15 mV per point. The signal being usualy greater than

100 mV, avertical resolution above 700 pointsis achieved.
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The Axiom board can be computer controlled, by mean of a set of compiled
procedure given with the board”. The acquisition frequency, the gain and the

number of channels read, can be easily adapted.

Program

The acquisition program iswritten in Turbo Pascal[] version 5.5.
As the entire program takes more than 12 pages, only key parts are discussed
below.

Parameters

A fundamental difference with the delay-controlling program arises from the
fact that the speed of the acquisition card is defined in frequency.
As a consequence the number of points stored is kept fixed, and the
acquisition time is adapted by changing the acquisition frequency.
For instance, performing a 5 ps measurement takes around 40 seconds, and
thus for a 1000 points time resolution, the frequency has to be set to 25 Hz.
In practice, one first defines the acquisition frequency and adapts the time of
the controlling delay. For convenience, both programs indicate in seconds the
acquisition time needed for the experiment to be performed. One only has to
ensure that the delay moves during all the acquisition time.
Parameters, saved in atext file, are separated in two categories:
1) Conventional parameters. These parameters have to be adapted for
each experiment. They include the amplification gain factor of the
acquisition card, the acquisition frequency, the number of scans

averaged and the minimal spike height to be withdrawn.
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2) Advanced parameters. They should normally not be changed as they
allow compatibility with the specific computer. Only the zoom and
number of steps (usually set to 1000 points) could be modified, if the
signal is too weak or if the acquisition resolution has to be changed.
Note that the zoom parameter does not improve the vertical resolution,

but only amplify the signal display.

procedure param; {read and rewrite parameters }
type p=array[1..10] of integer; {from the text file: param.spi}
var
_array: p;
i, rep2,rep3:integer;
k:text;
begin
repeat
assign(k,'param.spi’);
reset(k);
fori:=1to 10 do
read(k, p_arrayl[il); {read the parameter from the file}
close(k);
clrscr;
writeln(’ parameters);
writeln;
writeln('1) gain factor 2 p_array[1]);
write('2) acquisition frequency [hz] :'p_array[2)]); { convert the acquisition}
writeln("  acquisitiontime[s] =", p_array[6]/p_array[2]:4:1); {frequency in seconds}
writeln('3) number of scans 2 p_array[3]);
writeln(*4) spike height [full screen=4000]: ',p_array[4]);
writeln;
writeln('5) advanced parameters");
writeln;
writeln('0) quit  ");
writeln;
write('to change a parameters, type its number : ;
readin(rep2);
writeln;
case rep2 of
1: begin { change the gain}
write('gain factor (1 (=10V), 2 (=5V), 4 (=2,5V), 8(=1,25V), 16 (=0.625V)) : ");
readin(p_array[1]);
end;
2: begin { change the frequency}
write('acquisition frequency in Hz (1-300): *);
readin(p_array[2]);
end;
3: begin { change the # of scans}
write('number of scans: );
readin(p_array[3]);
end;
4: begin { change the spike heigth}
write('spike height [full screen = 4040] : ");
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readin(p_array[4]);
end;
5: begin
repeat
clrscr;
writeln("  advanced parameters);
writeln;
writeln('1) number of steps . p_array[6]);
writeln('2) fsper sec [116 steps=2.12 ps=18.3 9] : ',p_array[7]);
writeln;
writeln('3) sign of signal [1 = positive]’);
writeln(’ [2 = negative]’);
writeln(’ [3=both ] :',p_array[8]);
writeln;
writeln('4) number of adc conversion per second  :',p_array[9]);
writeln;
writeln('5) axis zoom [1to 16] ', p_array[10]);
writeln;
writeln('0) quit  ");
writeln;
write('to change a parameters, type its number : *);
readin(rep3);
writeln;
case rep3 of
1. begin { change the # of steps}
write('number of steps[max:1000] : 9;
readin(p_array[6]);
end;
2:  begin { change the time conversion factor}
write('fs per sec [old=116] : *);
readin(p_array[7]);
end;
3:  begin { change the signal type}
write('sign of input signal [1=+, 2=-, 3=both] : );
readin(p_array(8]);
end;
4: begin { change the computer speed}
write('number of adc conversion per second [old=3050]: ;
readin(p_array[9]);
end;
5. begin {amplify graphically the signal}
write('axis zoom [full axis=1] : ");
readin(p_array[10Q]);
end;
end;
until rep3=0;
end;
end;
assign(k,' param.spi');
rewrite(k);
fori:=1to 10 do
writeln(k, p_array[i]); {write the parameter in the file}
close(k);
gain:=p_array[1];
frequenc:=p_array[2];
scans:=p_array|[3];
spike:=p_array[4];
stepsi=p_array[6];
fs s=p_array[7];
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sign:=p_array[8];
adc_frec:=p_array[9];
zoom:=p_array[10];

until rep2=0;

end;

Oscilloscope mode

When looking for asignal, it is convenient to have a continuous display during

the optimization. For this purpose an "oscilloscope mode" of the acquisition

board has been developed. This program allows a continuous display of the

DC signal from the PM tube, with the amplification parameter described

above. It is thus possible to optimize the signal by dightly changing the delay

by hand. Once the signal is optimized, one only needs to turn to acquisition

mode to acquire the data.

procedure real_time; { oscill oscope mode}

var

begin

end;

trash:char;
i,j:integer;
ok?2:boolean;

channel (start_ch);

fun :=set_timer; {set timer rate = IM/(divisorl * divisor2) }
dio[1] :=10; {divisor 1}
dio[2] :=10; {divisor 2}
flag := ax5210(fun,dio);
repest
axes; { display the acquisition window,
for i:=1to 500 do {500 points and clear the screen}
begin
fun :=nadc_ary; {perform A/D conversion}
dio[1] :=1;
dio[2] := ofs(datl); { destination of acquired data: dat1}

dio[3] :=timer_trg;

flag := ax5210(fun,dio);

putpixel (trunc(80+i),trunc(175-(dat1)/16* zoom),white);
for j:=1to 5000 do

ok2:=keypressed;
if ok2 then begin
i:=500;
trash:=readkey;
end;
end,
until ok2;
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Acquisition mode

Once the signal is optimized, the acquisition is performed. This procedure has

mainly five differences with the oscilloscope mode:

1)

2)

3)

4)

5)

A scan only begins when a trigger pulse is produced by the delay
controller computer. The trigger detection is achieved in less than a
ms, allowing starting precision of 0.1 fs between two scans. A manual
initiation is also possible, by pressing a keyboard key.

The scanning frequency defined in the parameters is used to adapt the
acquisition time to the length of the desired measurement.

The data are averaged over the number of scans. Only the averaged
value is displayed and improvement of the /N isthus readily visible.
Averaged data are save in an ASCII file. This is performed by a
specific procedure not described here.

A spike detection allows peak noise to be withdrawn. Working with
flowing or rotating cells often gives rise to signal peaks in the
acquisition. In order to eliminate this specific noise, a three
consecutive points comparison is made. If the difference between these
consecutive points (taken every ms) is greater than the limit defined in
parameter, a new series of three points is taken and tested. As
experiments are usually not performed at frequencies higher than 50
Hz (corresponding to a 2.3 ps measurement), six spike detection tests
can be achieved for each step, allowing most of the parasitic spikes to

be withdrawn.

procedure conversion; {acquisition mode}

var

begin

XX, Yy, Xx1, yy1, j, sp:integer;
trash:char;
ok2, trig:boolean;
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axes;
spik:=0;
trig:=false;
frequency (10000,100);
repeat
channel(trig_ch);
fun := nadc_ary;
dio[1] :=1;
dio[2] := of(trigger);
dio[3] :=timer_trg;
flag := ax5210(fun,dio);
if (abs(trigger)>=1000) then trig:=true;
for i:=1to 500 do
if keypressed then begin
trash:=readkey;
trig:=true;
end;
until trig;

circle (80,300,2);
frequency (adc_frec+frequenc,100);
channel (start_ch);
for k:=1to steps do
begin
pi=3;
for i:=1 to (round(1000/frequenc)) do
begin
fun := nadc_ary;
dio[1] :=1,
dio[2] := ofs(dat0);
dio[3] :=timer_trg;
flag := ax5210(fun,dio);
if i =(sp-2) then dat1:=dat0;
if i=(sp-1) then dat3:=dat0;
if i = spthen
begin
dat2:=dat0;

{wait for the trigger pulse
to initiate the acquisition}

{set trigger level to 2 V}

{manuad initiation}

{ set the acquisition frequency}

{acquisition for 1000 steps}

{ destination of acquired data: dat1}

{ spike detection test}

if (abs(dat3-dat1) > spike) or (abs(dat2-dat3)> spike) then

begin
p:=i+3;
spik:=spik+1;

putpixel ((80+3* spik),343,white);
outtextxy (10,340,'spikes :");

end
else
sp:=0;
end;

for j:=1to 100 do

ok2:=keypressed;
if ok2 then begin

k:=(steps-1);

i:=round(1000/frequenc)-1,;

trash:=readkey;
sca =scans,
end;
end;
xX:=80+trunc((500/(steps-1))* (k-1));
xx1:=80+trunc((500/(steps-1))* (k-2));
case sign of

{ data averaging}
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1: begin { positive signal}
dat[K]:=dat2+dat[k];
yy:=300-trunc(dat[k]/8/sca);
yy1:=300-trunc(dat[k-1]/8/sca);

end;

2: begin {negative signal}
dat1:=-dat2;
dat[K]:=dat1+dat[K];
yy:=300-trunc(dat[K]/8/sca);
yy1:=300-trunc(dat[k-1]/8/sca);

end;

3: begin {both positive and negative}

dat1:=2048+dat2;

dat[K]:=dat1+dat[k];

yy:=175-trunc(((dat[ k]/sca)-2048)/16* zoom);

yy1:=175-trunc(((dat[ k- 1]/sca)-2048)/16* zoom);

end;
end;
if k>1 then line (xx1,yy1,xx,yy); {display the data}
end;

end;

A last mode, called Optimization mode, has also been developed in order to
keep ten successive scans displayed on the screen. It is thus possible to
compare the signal obtained by changing one parameter, and thus to optimize
it. This is specialy interesting when the lifetime of the observed species is
short, and moving the delay with the hand, does not alow the maximum

amplitude of the signal in the oscilloscope mode to be determined.

3.5. Investigation of the Solvation Dynamics of
an Organic Dyein Polar Solvents Using the

Femtosecond Transient Grating Technique

Due to its characteristics (65 fs pulse and maximal acquisition time of 17 ps)
this setup is perfectly adapted to study ultrafast processes such as solvation

dynamics.
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Until recently, solvation dynamics was assumed to be a pure diffusive
process08l, Solvent motions were only considered as global motions,
involving the neighbor molecules. It was thus viscosity dependent, and taking
place in the ps time regime. The model used to describe the rotation of
molecules as a function of the solvent viscosity is described in the chapter
45.1.

Nevertheless, this model was unable to explain some observations such as the
sub-ps electron transfer reactionss283, An inertial contribution to the solvation
dynamics was postulated by molecular dynamics simulations$4es. Inertia
contributions are due to librational motions of solvent molecule taking place in
their own cavity. No neighbor molecules are involved and this inertial
contribution is thus viscosity independent.

Using a time resolved fluorescence Stokes shift measurement with 120 fs
pulses, Fleming was able to observe a fast inertial contribution taking place in
less than 200 fsin MeCNgs,

The technique being based on fluorescence, the number of probe moleculesis
limiteds”. Furthermore, only excited-state solvation dynamics can be
investigated, and wavelength dependent measurement cannot be achieved.

In order to overcome these limitations, we have performed a transient grating
experiment that can be understood in terms of spectra hole burning

Spectroscopy.

3.5.1. Transent Spectral Hole Burning
Spectr oscopy

In aliquid, the energy of a solute molecule may be stabilized by the solvent. If

the solvent configuration do not stabilize the ground and the corresponding
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electronic excited-state in the same manner, the energy gap between the two
states changes, and thus the absorption spectrum changes as well. As a
solution is a dynamic system, the surrounding of a specific molecule changes
very rapidly. As a consequence, looking at the spectrum of a single solute
molecule in the ns time regime give a broad band.

Doing the same experiment in the femtosecond time regime is different, as the
solution can be considered as frozen, and the solvent configuration cannot
change in thistime scale. The absorption spectrum of a single molecule is thus
much narrower. In this case, the overall absorption spectrum of the solution
can be seen as the superposition of many narrow bands corresponding to

different solvent configurations.

Absorbance

Solvation coordinate

Figure 3.9: In the liquid phase, the overal absorption spectrum is due to the
superimposition of the spectra of many solute molecules having specific solvation. For
hypsochromic behavior, the solvation increases from the red to the blue part of the

spectrum.

If the solute molecule shows a blue spectral shift when dissolved in a more
polar solvent, one speaks of hypsochromic solvent shift. In such a case, the

polarity of the solvent stabilizes more the ground than the excited-state of the
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solute molecule. One can thus assume that the best ground-state solvated
molecules absorb in the blue part of the spectrum, while the ones with loose

solvation absorb in the red part.

In order to investigate the inertial solvation dynamics, the laser pulse has to be
short enough to allow sufficient time resolution (< 200 fs), but also to possess
a spectrum narrower than the absorption band (> 20 fs).

Excitation with such a pulse induces a hole in the absorption band, which
corresponds to the depletion of molecules having a specific solvent
configuration. Probing the refilling of this hole gives information on the

solvation dynamic, aslong as the ground-state recovery is slow.

>
>
o

t=0 t>0

Absorbance
Absorbance

A (S

Solvation coordinate Solvation coordinate

Figure 3.10: Hole burning spectroscopy investigates the time evolution of a spectral hole
created in the absorption band of the sample, which corresponds to a specific solvation
configuration. With time, the hole depth decreases due to solvation dynamics and ground-

state recovery.

3.5.2. Experimental Conditions

The transient grating technique was used to probe the refilling of the solvation
hole. As the fs laser produces pulses every 12.2 ns, a therma grating
accumulates (see chapter 1.2.4). To avoid it, polarization gratings were used in
order to get rid of the intensity grating, and thus of the thermal grating. This
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can be seen in Figure 3.11, by the use of a half-wave plate on one of the pump
beams.

< < 82MHz Ti: hire
—=E T 0 60 fs PP
750-850Nm L 20

Nd:YVO,

l mirror

& beamsplitter
. ..
g s

m polarizer

—— 800 nm

Figure 3.11: Setup for atransient polarization grating experiment with fs pulses.

Working at high repetition rate may aso lead to sample degradation problems,
as the total amount of heat released is not negligible (=0.1W in 0.1 ul of

solution). It is thus necessary to flow the sample in acirculation cell.

Circulation Cell

We have asked the mechanics workshop of the Chemistry department to build
acirculation cell of 1mm sample thickness with two Suprasil windows. As the
windows are discs of 1" diameter, the flow is turbulent on the sides and
laminar in the middle (see Figure 3.12). This allows the central portion of the
cell to be used with a minimum of scattered light.
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A » 4 B

Pump
_

Figure 3.12: Home made circulation system with 1mm thick sample cell. A) general view
of the cell with the circulation pump and the 40 ml tank. B) front scheme of the turbulences
in the cell.

The magnetic drive gear circulation pump used is a Series 120 model from
MicropumpLl. It alows a maximal flow rate of 53 ml/s, but due to the small
radius of the teflon tubes (1 mm), it was working at a 3 ml/s maximal flow
rate. The irradiated sample volume is thus renewed every 30 ps, leading to a
maximum local heating of 7°C. Asthe sampleisin contact with metallic parts
of the pump, highly corrosive solvents have to be avoided. With acohols and
nitriles, no contamination problems were observed.

Great care has to be taken when changing the sample. To avoid solvent mixing
(leading to an undefined viscosity and an increase of turbulences), the system
Is washed twice with acetone and dried with nitrogen. It is then rinsed three

times with the new solvent and once with the sample solution.
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The use of acirculation cell has three major limitations:

1) Only non-corrosive solvents can be used in order to avoid destruction
of the circulation pump and contamination of the sample.

2) Forty milliliters of sample solution are needed. It is thus not adequate
to work with high concentrations species such as weakly absorbing
molecules or quenchers.

3) The head of the pump heats the solution when working at high flow
rate. It is thus difficult to perform temperature dependent experiments,

such as rotational dynamicsss.

Sample: IR140

The IR140 organic dye was chosen for its availability (Excitond), its high
stability, and its absorption spectrum that perfectly matches the Tsunamill

output range.

o
3

IR140 in MeOH

o
o
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Figure 3.13: Structure of 1R140 organic dye from Exciton] and its absorption spectrum in
methanol (MeOH).

Its solvatochromic behavior was studied through the shift of the maximum of

absorption in a series of alcohols and nitriles. Drawing the maximum position
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as a function of the Onsager function f(D) alows to determine the

solvatochromic behavior of 1R1402.89,

Solvent Dielectric f(D) = 25(5:11) Amax [NM] Amax [M™]
€
constant € %
MeOH 32.7 0.9548 802 12468
BuOH 20.33 0.928 810 12345
PentOH 13.9 0.896 811.5 12323
MeCN 375 0.9605 802 12469
PrCN 27.2 0.946 805 12422
BuCN 20.3 0.928 807 12391
OcCN 13.9 0.896 810.5 12338
12460 —
12440 — —©—- A max in Alcohols
—+— A max in Nitriles
12420 —
FI'E. 12400 —
%
<§

12380 —

12360 —

12340 —

0.90 0.91 0.92 D 0.93 0.94 0.95 0.96

Figure 3.14: Solvatochromic plot for IR140 dye in series of acohols and nitriles. The
positive slope indicates that the excited-state is less stabilized by the solvent than its
ground-state?.
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From this solvatochromic plot, one can determine that the dipole moment of
the excited-state is smaller than that of the ground-state. As a consequence,
polar solvents stabilize more the ground than the excited-state of the IR140
dye. Highly solvated molecules are well stabilized by the solvent and absorb
in the blue part of the spectrum. On the other hand, molecules with a loose
solvation shell are less stabilized and thus represent the red part of the

absorption spectrum.

3.5.3. Paper
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Investigation of the Solvation Dynamics of an Organic Dye in Polar Solvents Using the
Femtosecond Transient Grating Technique
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The solvation dynamics of an organic dye, IR140, in methanol, ethanol, and in a series of six alkanenitriles
has been investigated using the transient grating technique. In all solvents, the dynamics exhibit ultrafast,
almost solvent-independent, components ascribed to inertial solvation, and a slower viscosity-dependent
component, due to diffusive solvation. The relative amplitudes of these components depend on both the solvent
and on the wavelength at which the experiment is performed. The contribution of inertial motion increases
with decreasing size of the solvent molecules and with decreasing wavelength. It appears that diffusive motion
is associated with a loose solvent shell, while inertial motion dominates when the solvation layer is dense.

Introduction molecule, photon echo techniques allow the disentanglement
of homogeneous and inhomogeneous contributions to line

314 .
chemical reactivity. First, the solvent can favor chemical reaction broa}denlngl. Fainberg a’?d Huppert have shown that tran5|ent
grating measurements with pulses longer than the dephasing

by transferring momentum to the reactive species. Second,? oo . .
solvent offers efficient channels to dissipate energy as heat.ime of the probe molecule can give information equivalent to
Indeed, many exoergic chemical reactions taking place in the those obtained from fluorescence Stokes sHiffhiis can be

condensed phase do not occur in the gas phase due to the lacknderstood in terms of transient hole-burning spectroscopy: by
of such energy dissipation channels. Third, the solvation energy€Xciting the probe molecule with pulses which are shorter than
is often a decisive factor for the occurrence of a given chemical the solvation time but longer than the dephasing time, i.e., which
process. In photochemistry, the nature of the lowest excited statehave a narrower spectrum than the absorption band of the probe
can be switched by varying the polarity of the solvent. molecule, only a subset of the ground state population is excited.
Moreover, in the condensed phase, spectral features are broadefhis subset corresponds to probe molecules experiencing similar
in comparison to the gas phase. This is due to the fact that theinteractions with the solvent. Assuming that the ground-state
measured spectrum corresponds to an ensemble averaging oveecovery time of the probe molecule is much longer than the
many solute-solvent configurations. solvation processes, the spectral hole broadens as the thermal
The response of the nuclear contribution to the dielectric equilibrium distribution of solvent configurations is restored.
constant does not follow instantaneously a variation of the Experimentally, this broadening can be monitored by measuring
electric field, such as that accompanying a chemical reaction the decrease of the hole depth. While the fluorescence Stokes
or an electronic transition. Until recently, it was thought that shift technique is limited to a few numbers of probe molecules,
this solvation dynamics was a purely diffusive proc&gsThis the transient grating technique approach can be carried out with
hypothesis was corroborated by measurement of the dynamicsany probe molecule. This is also valid for any other spectroscopy
of the fluorescence Stokes shifts performed with picosecond sensitive to absorbance changes, such as transient absorption
laser pulses. The resulting solvation times were found to be of or transient dichroism. Another important advantage of this
the same order of magnitude of the longitudinal dielectric method is that these measurements can be performed at various
relaxatio_n tim(_as of the solvents. This parameter corresponds towavelengths, and thus various subsets of the ground-state
Fhe reorientational time of the solvent molecules under the population can be investigated. Low-temperature spectral hole-
influence of a constant charge and ranges from a few ps 10 rning studies have shown that processes such as spontaneous
several hundreds of ps, depending on the viscGditpwever, hole refilling® or pressure-inducééland electric-field-induced
molecular dynamics simulations of dipolar solvation have |, a broadening are strongly dependent on the position of the

revlealeld the rl]mﬁotrtince IOf the mert'pal motllon ‘f)f t?e s?lventt hole in the inhomogeneous absorption band. Such investigations
m(f) ec%esawdm fe; estpace odn a '(Te ﬁ_ce;]e ora e\;v_ber;s to have revealed important information on the origin of line
a few hundreds of femtoseconds and which can contribute Obroadening in solids.

up to 80% of the solvent relaxatiéThis prediction was verified . .
afterward by Fleming and co-workers who performed time- e report here on the study of the solvation dynamics of a
resolved fluorescence Stokes shift measurements in acetonitriledY®: IR140, in methanol, ethanol and in a series of six
with 125 fs pulses and later in water with 50 fs pulé8&our alkanenitriles, from acetonitrile to decanenitrile, using the
and six wave-mixing techniques have also been shown to give transient grating (TG) technique. While the solvation dynamics
insight into the solvation dynami€s!3 When the pulse duration ~ in alcohols and acetonitrile has been the subject of several
is shorter than the electronic dephasing time of the probe investigations,”1823 there is much less information on the
solvation dynamics in longer alkanenitriles in a time scale less
* Corresponding author. E-mail: Eric.Vauthey@unifr.ch. than 1 ps. Moreover, an investigation of the influence on the

10.1021/jp992265+ CCC: $18.00 © 1999 American Chemical Society
Published on Web 11/19/1999

The role of the solvent is of primary importance for the
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solvation dynamics of the wavelength at which the experiment
is performed is also reported.

Experimental Section

Apparatus. The pulses used for the TG measurements were
generated by a cw mode-locked Ti:sapphire laser (Spectra-
Physics, Tsunami) pumped by a Nd:YYQaser (Spectra-
Physics, Millenia V). The average output power at 800 nm was
900 mW at 82 MHz. The pulse duration measured at the sample
position was between 65 and 75 fs fwhm. The output pulses
were split into three parts, one probe and two pump pulses,
with an intensity ratio of 1:10:10. The three pulses were sent
along variable optical delay lines, before being focused onto
the sample with a 90 mm achromatic lens. The three beams
were arranged in a box configuration with a crossing angle of
5°. The delay lines for the pump pulses were only varied to 5
optimize the temporal overlap and remained fixed during the _
measurements. The diffracted pulse was spatially isolated from ™, R
the three other pulses with an iris located directly after the <
sample and recollimated with a 90 mm lens, before being sent «8
to a photomultiplier tube (Hamamatsu R928). Its output was 3
then directed to a computer board for digitization (Axiom
AX5210 A/D board). The polarization of the pump and probe
pulses was controlled with combinations of Glan-Taylor polar-
izers (Laser Components) and achromatic half-wave plates P
(Newport). A Glan-Taylor polarizer was also placed in front of m (P )
the photomultiplier tube to select a precise polarization com- Figure 1. (A) Time profile of the diffracted intensity measured at 532
ponent of the signal. nm in PrCN using the crossed grating geometry (dots) and best fit of

To measure the dynamics at time delays longer than 50 ps,&dS 1 and 2 with an additional Gauss function (see text). (B) Viscosity
the picosecond TG setup described in ref 24 was used. In thisd€éPendence of the crossed grating decay rate conskast, in

alkanenitriles.
case, the pump and probe wavelength was at 532 nm.

Samples.IR140 (Exciton) was used as received. Methanol \yherek,.; andkssrare the rate constants for rotational diffusion
(MeOH) and ethanol (EtOH) as well as acetonitrile (ACN) were and GSR, respectively. The peak at time zero is the so-called
of spectroscopic grade and used without further purification. coherence spike. It is due to the diffraction of one pump pulse
Propionitrile (PrCN), butyronitrile (BUCN), valeronitrile (VaCN),  off the grating formed between the probe pulse and the other
octanenitrile (OCCN), and decanenitrile (DeCN) were washed pump pulse at time zer$:2° This Spike occurs in any pump
twice with half the volume of concentrated HCl, then washed probe experiments when the probe and pump pu|ses are at the
with saturated aqueous NaHgOdried with MgSQ, and  same wavelength and derived from the same pulse.
distilled 2> Unless specified, all products were from Fluka. For  The TG intensity e, can be expressed 3426
femtosecond TG, the concentration of IR140 was adjusted to
obtain an absorbance at the pump wavelength of about 0.25 on oo nr (Y@ N A2 A
1 mm, the sample thickness. 'Iths E):orresponds toa concentratioanG(t) . f*w It =t )[f*wx (" = 1)l (1) dt]” ot 2)
of about 1.5x 107° M. The sample solutions were flowed at 3
mL/s in a home-built cell with 1.2 mm thick Suprasil windows
(Helma 202-QS). The time required to replace the solution in
the irradiated zone was of the order of 3§.

For the ps TG measurements at 532 nm, the concentration

500

0.5 1.0 15 2.0 25

wherel, andly, are the probe and pump intensities aflis

the third-order nonlinear susceptibility of the sampj€) is a

third rank tensor whose elements correspond to various orienta-
tions of the four electric fields. The crossed grating geometry

amounted to 2< 104 M. is therefore sensitive g}, Various processes can contribute
to x®:26 the electronic and the nuclear Kerr effects (OKE) from
Results the solvent, the formation of population gratings, and the

generation of a density phase grating due to heat releasing

Solvent DependenceSlow dynamicskFigure 1A shows the  processes. In all the TG data presented here, there is no
TG signal measured at 532 with IR140 in PrCN. For these contribution from the OKE of the solvents. Moreover, the
measurements, the crossed grating geometry was used, i.e., thgontribution of the density phase grating #§),, is zero, as
pump pulses had perpendicular linear polarization, the polariza- sych a grating is not formed in the crossed grating geometry,
tion of the probe pulse was parallel to that of one pump pulse, the pump intensity not being spatially modulated. Consequently,
and2t4h$h§|gnal polarizer was pirptfandlcu_lar tof thg probe p;}olar- the signal intensity is only due to population gratings.
izer: is geometry prevents the formation of a density phase : - 3)
grating and a distortion of the time profiles at longer time hagotrjg ?cnrﬁgv?/irLygefﬂnitggntzlefc?r?rg? shown in Figure 11z,
delays?® The decrease of the diffracted intensity corresponds '
to the decay of the polarization grating via both rotational ©) _ =
diffusion and ground-state recovery (GSR), KazidD) = 1 exp(kegl) )

cG To account for the coherent spike, an additional Gaussian
Ite = lo eXp[~2Keatlke = Kot T Kasr 1) function centered at time zero was used. This Gaussian was
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TABLE 1: Best Fit Parameters of Eqs 2 and 4 with an 1.0
Additional Gaussian to the Measured TG Profiles Measured
at 800 nm in Various Solvents
08 -
solvent A Atrs(fs) A1 w(fs) A w2(ps) As  73(ps)
MeOH 0.180 65 0.166 256 0.197 5.7 0444 240 3
EtOH 0.196 66 0.151 225 0.227 105 0415 434 & 061~ 00 05 10 15 20 25
ACN 0.141 47 0.230 180 0.141 2.0 0.472 179 > time delay (ps)
PrCN 0.135 45 0.227 190 0.140 2.7 0.483 196 g P Y S
BuCN 0.137 50 0.226 195 0.164 3.8 0457 243 &
VaCN 0.151 49 0.191 203 0.180 4.7 0.462 285 &
OcCN 0.163 45 0.174 187 0.176 6.4 0.471 430 02 B e e
DeCN 0.194 56 0.144 196 0.172 89 0.474 510 -
a A4,74, andw are essentially independent on the solvent and amount 0.0 bt | N

to 0.02, 500 fs, and 23 p§ respectively. Therz values have been
determined from the fit of eqs 2 and 3 to the slow dynamic datas(
ke ™).

0.4

0.6 0.8

time delay (ps)

Figure 3. Relative contributions to the diffracted intensity measured
at 800 nm in MeOH (dots): inertial solvent motion (Gaussian and
exponential functions, bold), diffusive solvent motion (exponential
function, dotted-dashed), population and rotational relaxation (expo-
nential function, dashed), wave packet motion (damped cosine function,
insert), and coherent coupling spike (Gaussian function, dotted). For
the fit, the five contributions are added and squared and the result is
convoluted with the probe pulse profile.
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. These decays are qualitatively very similar to those reported
by Fleming and co-worke?f$ as well as Huppert and co-
worker$ using the same technique. To fit properly eq 2 to these
data, the following functional form has to be used $6%, At):

02

0.0 I | { 1 { 1 }
0.0 0.5 1.0 1.5

time delay (ps)
1.0 T T T T T T T

3
15hAY) = Ag exp-(UATe)) + 5 A exp(-tir) +

A, exp(—t/t,) cospt + ¢) (4)

where the first term is the Gaussian function reproducing the
initial peak and the last term is a damped cosine function
reproducing the oscillation of the TG intensity. At least three
exponentials are required for a proper fit, the slowest one having
a lifetime 3 = kgé. For the fit, the pump and probe pulses
were taken as Gaussian. The best fit was obtained by letting
the pulse duration vary during the fit. However, the resulting
duration was substantially larger than that measured by auto-
correlation at the sample position. When the measured duration
was kept fixed, the fit was very good in the decaying part of
the signal but was poorer on the rising edge. We attribute this

Figure 2. (A) TG decays at 800 nm measured in several alkanenitriles Eff€Ct 10 the contribution of coherent coupling spike to the signal.
using the crossed grating geometry. (B) TG decay at 800 nm measured! his coherent coupling effect has been invoked by Cong et al.
in EtOH using the crossed grating geometry, best fit of eqs 2 and 4 to explain the initial spike in GSR measurements such as those
with an additional Gauss function and residuals. shown in Figure 2! However, Fleming and co-workers have

shown that this spike arises almost entirely from the ultrafast
simply added to the convolution gg(l?lz(t) with the pump solvation dynamicg? An excellent fit to the data is obtained
pulse profile. The result was then squared and convoluted with with the measured pulse duration, if an additional Gaussian
the probe pulse profile. It can be seen that this simple treatmentfunction centered at time zero is used, as described above for
of the coherent coupling spike results in a good fit. Moreover, the ps TG signals. The various contributions to the signal are
the relative intensities of the coherent spike and incoherent signalshown in Figure 3. The parameters obtained from the fit are
at time zero have a ratio close to 4:1, as predicted by thi88Py.  listed in Table 1 together with the fixed parametgr The

I (a.u)

0.0
0.04
0.02 [,
0.00 g
-0.02
-0.04

residuals

1.0
time delay (ps)

1.5 3.0

Thekcg values obtained from the fit are listed in Table 1. Figure
1B shows a plot okcg in alkanenitriles as a function of 1/
wherey is the solvent viscosity. From the intercept of the linear
fit, the rate constant of GSRgsg, amounts to 1.35- 0.6 ns'%.
Fast Dynamics.Figure 2 shows TG decays measured at 800
nm in nitriles and in EtOH with the femtosecond setup using
the crossed grating geometry. The time profiles look biphasic,
with an initial spike and a slower decay. The initial part of the

oscillation amplitudeA,, frequencyw, and the damping time,
74, amount to about 0.02, 23 p’s and 500 fs, respectively, in
all solvents investigated.

Without going into detail, this table shows that the width of
the Gaussian functiom\zg, is in both solvent series less than
70 fs, i.e., close to the pulse duratiohz{(fwhm) = 1.66A1g).

A fast exponential with a lifetime;, around 250 and 200 fs is
observed in alcohols and in nitriles, respectively. Neitheg

decay does not exhibit a strong solvent dependence. Moreovernor 7; shows any viscosity dependence. However, the lifetime,

an oscillation with a solvent-independent frequency is observed.

Ty, associated with the second exponential exhibits a marked
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Figure 4. (A) TG decays measured at various wavelengths in MeOH
with parallel polarization of the four beams. (B) Absorption and
calculated dispersion spectra of IR140 in MeOH.

viscosity dependence and goes from 2 ps in ACN to about 10
ps in EtOH and in DeCN.

Wavelength DependenceThe variation of the TG decay
with wavelength strongly depends on the polarization of the
four interacting beams. TG decays recorded at various wave-
lengths with all parallel polarization of the beams are shown in
Figure 4A. Two types of changes can be observed: (i) the
intensity ratio of the initial spike to the slow decay increases
by going from the red to the blue wavelength and (ii) the
lifetimes associated with the various components vary substan-
tially with the wavelength. A slow rise is even observed at 750
nm.

This spectacular effect is ascribed to the interference of the
population phase grating with an accumulated density phase
grating. This density phase grating is due to the thermal
expansion following nonradiative deactivation of the excited
state?? The lifetime of the grating depends on the fringe spacing,
around 9um in the present case, and on the thermal diffusivity
of the sample solutions, which is of the order of 10n?/s.
This results in a density grating lifetime of about 28. With
parallel polarizations, the diffracted intensity is proportional to
1x),,12, wherey'?,,, which contains contributions from popu-
lation gratings and density grating, is a complex quantity:

real(x(f‘l’lj) = X(131)11(Anp) + Xg.?;l)ll(And) (5a)
image3y) = xi(AA) (5b)

wherey ), (Any) and ¥'9,(Ang) are responsible for variation
of refractive index due to populatioAn,, and density changes,
Any, respectively, while,); (AA) is connected to the varia-
tion of absorbance due to population chang®e4,. From eqs

Gumy et al.
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Figure 5. TG decays measured at various wavelengths in MeOH using
the crossed grating geometry.

change of refractive index is caused by thermal expansion
following heat release, and thdsny is negative. On the other
hand,An, can be obtained by Kramet&ronig transformation

of AA,. Figure 4B shows the absorption spectruig(4), and

the calculated dispersion spectrumg(4), of IR140 in MeOH.

If we assume that, the photoinduced absorbance change in this
spectral region is only due to the bleaching of IR140 ground
state absorptiomdA, and An, are simply proportional te-Ay,

and g, respectively. From this figure, it appears thst, is
negative on the red side of the absorption band and positive on
the blue side. Thus, the interference between the density and
the population phase gratings should be constructive at wave-
lengths longer than 800 nm and destructive at lower wave-
lengths. Moreover, there should be no interference at 800 nm,
where An, vanishes. This is in perfect agreement with the
observation. Indeed, the light diffracted by the accumulated
density phase grating acts as a local oscillator, in phase with
the light diffracted by the population phase grating, but in
guadrature with the light diffracted from the population ampli-
tude grating. The resulting signal is a mixture of heterodyne
and homodyne signals. The heterodyne signal scales linearly
with Anp, and contains information on its sign, while the
homodyne signal scales quadratically wilid, and is always
positive. For these reasons, the signal at 800 Am, & 0) is
identical to the signal measured with the crossed grating
configuration Ang = 0). Similarly, this explains why the
apparent decay of the signal at> 800 nm (constructive
interference) is slower than at 800 nm and why the decay at

< 800 nm is faster (destructive interference).

These results also confirm that the absorbance changes around
800 nm are due to the bleaching of the ground state absorption
only. If the excited-state absorption were also involved, the
resulting absorption change spectrum would be different from
—A,, displayed in Figure 4B, anfln, would not vanish at 800
nm. Consequently, the TG decay at this wavelength would not
be the same in the crossed grating and in the all parallel
polarization geometry.

Figure 5 shows the TG decays measured at several wave-
lengths between 830 and 780 nm in MeOH using the crossed
grating geometry, i.e., without the formation of an accumulated
density grating. For these measurements, great care was taken
to keep the pulse duration, the pulse energy, and the sample
absorbance constant. These decays were analyzed using egs 2
and 4 with the additional Gauss function. In this case, the
lifetimest, to 73, the width of the Gaussiafizg, as well as the

2 and 5a, it is clear that the signal generated by both phaseparameters pertaining to the oscillatida, 74, andw, obtained

gratings can interfere. The intensity and the nature of the
interference depend on the relative magnitude and sigkngf
andAng and on the associated tensor elemeyifs,.32-34 The

from the fit were independent of the wavelength. The effect of
wavelength appears only in the relative amplitudgdo As, as
shown in Table 2.
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TABLE 2: Best Fit Parameters of Egs 2 and 4 with an by the initial Gaussian and the fastest exponential decay, while
Additional Gaussian to the Measured TG Time Profiles the diffusive solvation is described by the single exponential
Measured in MeOH at Various Wavelength$ with a decay timer,. Theser; values in MeOH and EtOH are
Am)  As  Atg(fs) A ufs) A 7(ps) A in good agreement with those reported in the literaf#tdn

830 0.107 58 0.169 260 0.239 6.3 0471 ACN, the 1, value is very similar to that of 2.23 ps reported

820 0.115 60 0.158 259 0.256 6.3 0.465 recently by Passino et &.The solvation times in PrCN, BUCN,

?‘838 8-%% ‘652 8-1‘312 gg‘l‘ 8-%28 ‘63-‘5‘ 8-222 and VaCN are also of the same order of magnitude as those
’ ' | ) : previously published, i.e., between 2 and 44p%o our

2 Ay,T4, 0 are essentially independent drand amount to 0.02, 500 knowledge, there are no data on the solvation dynamics in OcCN
fs, and 23 pst, respectivelyzs has been fixed to 240 ps. and DeCN.

There is also less data concerning the faster contributions to
solvation. In the alcohols, the width of the Gaussian amounts
to about 65 fs. The lifetime of the first exponentia, is also
' the same in both alcohols and lies around 240 fs. Lifetimes of
the order of 400 fs have been reported by Goldberg ®takng
et al. have observed an exponential with a similar time constant
in the solvation dynamics of a coumarin in a series of alcoHols.
Moreover, recent three pulse stimulated photon echo peak shift
(3PEPS) measurements performed on DTCI in MeOH showed

The GSR signals contains four contributions. a 260 fs componeri® On the other hand, similar 3PEPS

(i) The contribution due to the decay of the polarization investigations of the solvation dynamics of IR144 did not reveal
grating with a lifetimer; determined with the picosecond TG any component between 100 fs and 1 ps in both MeOH and
experiment at 532 nnef = ke 3). EtOH 23 The origin of these differences is not understood and

(ii) The contribution due to solvation, i.e., the restoration of could be related to the nature of the probe molecule.
the equilibrium distribution of solvent configurations after Although 7 and 7; do not exhibit an apparent solvent
depletion of a subset of these configurations. This contribution dependence in a given series, the situation is different if the
is phenomenologically described by a Gaussian and two gmplitudesAs, A;, andA; are considered. In alcoholag and
exponential functions with decay time andz,, respectively. A are almost constant whil, increases by going from MeOH

(iii) The contribution from the propagation of a ground state g EtOH.
wave pac_ket gen_era_ted via |mpg|3|ve stimulated Raman scat- In the nitriles, the width of the initial Gaussian is somewhat
tering. This contribution is described by a frequenoyand a smaller than in the alcohols and is of the order of 50 fs.

dagnﬁ;ng t'mel’”’ Vtvﬁ'Ch are independent of both the solvent Similarly, r; is smaller than in the alcohols and lies around 190
and the wavelength. . . fs. A 90 fs and a 630 fs component have been reported for
. (iv) The CO”‘T'b”t.'O” of the cpherence coupling sp|ke alzero ¢oymarin in ACN by Horng et af! while Passino at al. have
time delay, Wh'ch is present in all pumprobe experiments found 73 fs and 2.23 ps components with IRZ2&inally, Lee
performed at a smgle_ wa_velength. et al. have reported 219 fs and 2.1 ps components with DTCI
The latter contribution is of course unwanted but cannot be in ACN,3in good agreement with the present results. Concern-
a\{0|de'd. As discussed in the previous §ect|on, we'thlnk thgt ing the amplitudesAs increases with increasing length of the
this spike ha; been account_ed for by addln_g a Gaussian funCt!Onsolvent molecule, whiléy; exhibits the opposite behavior. A
centered at time zero. As this procedure gives good results W|thsimilar trend can be found in the data reported by Horng et al.

\t/csllq‘grotsﬁ:czjrlltcrja-{i td_l"flg 52& Wr&(l)nn;glareenéll, 'ttﬁgocuolg t\rlivt?lzlt(iois The relative amplitude of the component around 300 fs decreases
) 9 Y, from 0.34 to 0.07 by going from MeOH to decar?dlThe sum

of the coherent coupling tdg must be negligible. This is in ; Lo .
agreement with the wavelength dependence of the GSR signalsvfittg ?nirpeﬂg?ndeferﬁl?rt]egft?hgigs/ LZ?'?S@%UTG? _?_E?sreeaffs:; is
According to Cong et al., the amplitude of the coherence g leng ;

coupling spike increases as the wavelength at which the (,\:/(I)r:flrmled (tj)y the.mcrelaselstlefz Wltk}|n(:lree:§|ng C(:!a'rllﬁ?]gttht'h
experiment is performed is located further apart from the . olecular dynamics simulations of solvation indicate that the
absorption band maximu@. This means that, ifAc was inertial contribution is largely due to the molecules located in

dominated by the coherent coupling, it should decrease from the first solvation shefi® For small solvent molecules, inertial
830 nm to about 810 nm. and then ir;crease again when goingmotion can involve the rotation of the whole molecule. For
to a shorter wavelength. As shown in Table 2, this behavior is [0Ng€er molecules, only the polar heads must contribute to the

not observedAg increasing continuously from 830 to 780 nm. inertial motion. Consequently, it is reasonable to assume that
However, the amplitude of the added Gaussian function

This table shows that the amplitude of the Gaussian compo-
nent increases with decreasing wavelength, whildecreases
only weakly. On the other hand, the amplitude of the slower
viscosity-dependent componert;, shows a strong decrease
from the red to the blue, and the relative amplitude associated
with the long decay timers, decreases weakly.

Discussion

inertial solvation is more efficient in solvents such as ACN or

decreases weakly from 830 to 800 nm (from 0.44 to 0.41) and MeOH, where the number of polar heads around the solute

increases again at 780 nm to 0.42, in agreement with the molecule is large, than in long nitriles and alcohols, where
prediction of Cong et &! Nevertheless, this variation is close Substantial reorientation of the solvent molecules cannot occur

to the error limit and could be coincidental. without diffusional motion.
Solvent Dependence.As shown in Table 1, the total Wavelength DependenceThe wavelength dependence mea-
contribution of solvation to the signals = Ag + Ay + Ay, is sured with parallel polarization is due to a large extent to

almost constant in a given solvent series. The contribution of interference between the signals originating from the population
solvation to the GSR signal can be separated into two parts:and density phase gratings. However, the wavelength depen-
the contribution of inertial motion, which does not depend on dence measured in the crossed grating configuration is not
viscosity, and the contribution of diffusive motion, which is “contaminated” by this effect. This is confirmed by the fact
viscosity dependent. The inertial contribution is accounted for that the dynamics parameters obtained from theNit; to 7o,
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did not show significant wavelength dependence. Table 2 shows20.7) to 687 nm in dimethylformamidec (= 36.7)37 As

that the total contribution of solvation to the sign&l,= Ag + mentioned above, the wavelength dependence of the solvation
A1 + A, increases weakly with decreasing wavelength. This is dynamics of R800 seems to be the reverse of that observed with
in agreement with theoretical prediction by Joo e#2alhis IR140, as would be expected by our hypothesis.

effect can be explained by the dynamic Stokes shift in the GSR

process. Indeed, the minima of the ground and excited potentialsConclusion
are not located at the same position. Thus, GSR occurs from
the minimum of the excited state potential to the edge of the fo
ground state potential, which corresponds to the red side of theconditions.

absorption spectrum. i . (i) Crossed grating geometry has to be used when working
Larger wavelength effects can be observed in the relative at high repetition rate to avoid interference effects with an
amplitudes related to the solvation dynamics. Indéedxhibits  accumulated thermal grating. Interference can also be avoided
a strong increase, by a factor larger than 2, with decreasinghen working at a wavelength where the refractive index
wavelength. As explained above, this confirms that the coherentyariation associated with the absorbance change is zero. This
coupling spike does not contribute significantlyAg. On the  \ayelength corresponds to the maximum of the absorption band
other hand A shows only a very weak decrease, by a factor of the probe molecule, as long as there is no transient absorption
1.2, by going from 830 to 780 nm. Finally, the amplitude of g this region.
the diffusive solvationAy, shows a decrease by a factor 1.6. (i) The contribution of the coherent coupling must not be

There are only very few reports on the wavelength depen- neglected. However, its relative contribution to the signal
dence of solvation dynamics. Such an investigation is not appeared to be basically independent of both the solvent and
possible with fluorescence Stokes shift measurements. More-the wavelength.
over, the spectrum associated with pulses shorter than 25 fs, as (i) In order to investigate the wavelength dependence of
used in some groups, is so largel(> 36 nm around 800 nm)  the solvation dynamics, the laser pulse duration should not be
that it almost entirely overlaps with the absorption band of the too short, to allow selective excitation within the broadened
probe molecule. Heterodyne transient dichroism measurementsabsorption band of the probe molecule.
with rhodamine 800 (R800) in 40 at two wavelengths have The advantage of this technique over the fluorescence Stokes
been reported by Zolotov et #.The data (Figure 3 in ref 37)  shift measurements is the possibility to perform measurements
show that the initial spike increases with decreasing wavelength, at different wavelengths within the absorption band of the probe
while the amplitude of the slower component decreases. molecule. The wavelength dependence of the solvation dynamics
However, the pulse duration was not exactly the same for both allows a new insight into the line broadening process to be
measurements. gained. From the results obtained here, it appears that diffusional

The wavelength dependence observed with IR140 indicatessolvent motion is associated with a loose solvent shell around
that the different positions within the absorption band of the the solute molecule. When such motion dominates, the molecule
probe molecule correspond to different solvent configurations is not well solvated and its transition energy is located on the
with different dynamics. The solvent configurations for the red red side of the absorption spectrum, in the case of IR140. On
side involve more diffusional motion than the configurations the other hand, inertial motion dominates in situations where
corresponding to blue side absorption. Interestingly, the absorp-the solvent shell is dense, i.e., when the molecule is well
tion band of IR140 is shifted to a shorter wavelength as the solvated. Thus, molecules such as IR140 absorb at shorter
polarity of the solvent increases. For example, the absorption wavelength. For molecules with an absorption spectrum shifting
maximum goes from 811 nm in OcCN €& 13.9) to 802 in to lower frequency with increasing solvent polarity, the opposite
ACN (e = 37.5). The same trend is observed in the alcohols. behavior is expected. This interpretation is supported by the
Coming back to the absorption band of IR140 in MeOH, these Solvent dependence of the solvation dynamics. Inertial motion
data imply that the molecule is better solvated when absorbingis larger in solvents composed of small molecules, where the
in the blue part of the band than when absorbing at longer solute molecule is surrounded by a large number of polar heads,
wavelengths. Moreover, a compact and dense solvent shell willthan in solvents composed of long molecules such as DeCN,
also result to shorter wavelength absorption than a looser andwhere substantial reorientation of the polar head cannot occur
less dense shell. It is therefore quite reasonable to assume thaithout diffusive motion.
inertial motion is much more important in the dense solvent ~ Such measurements might prove to be very fruitful for
shell than in the loose one. The latter configuration correspondsunderstanding more complex systems, such as chromophores
to instants where solvent molecules are diffusing and leave someembedded in a protein.
free space around the solute. This could explain why solvation
dynamics is dominated by diffusive motion at 830 nm and by ~ Acknowledgment. This work was supported by the Fonds
inertial motion at 780 nm. A good proof of this model would national suissg de Ig recherche scientifique through Project 2000-
be the observation of the opposite wavelength dependence with055388.98. Financial support form the Fonds de la recherche
a probe molecule exhibiting a red shift of the absorption band and the Conseil de I'Universitde Fribourg is also acknowl-
with increasing solvent polarity. Such a probe molecule absorb- €dged.
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150 Chapter 4

4. Experiment with Amplified fs Pulses

4.1. Introduction

As shown in the previous chapter, fs pulses are necessary to study ultrafast
phenomena. Nevertheless, working at 800 nm is a great limitation as only few
molecules absorb at this wavelength. In order to study other systems, it is
necessary to obtain fs pulses in the visible. Many nonlinear phenomena such
as Second Harmonic Generation (SHG), SPM or stimulated Raman allow new
wavelength to be produced. However, all these techniques need peak power in
the GW/cm? range. The output pulses of the Tsunami have only twelve nJ and
amaximum peak power of aquarter of aMW.

In order to alow efficient SHG and SPM, a fs amplification system is used,
giving pulses of 2-3 GW peak power.

Such a system was used to study the excited-state lifetime the tetracene radical
ion (TRC'™), and the rotational dynamics of perylene and perylene derivatives

in low viscosity solvents.

4.2. Amplification of fs Pulses

In order to amplify fs pulses, one needs a gain medium that is pumped by an
external source of radiation. The main difference with a laser cavity arises

from the seed fs pulse that is injected in the system. It is no longer the
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stimulated fluorescence which is amplified in the gain medium, but the seed
pulse.

The first fs amplifiers were dye amplifiers. They consisted in series of four to
five dye cells that were transversely pumped by ans laser. They alowed a 10°
amplification of the seed pulse, but had a major drawback: the spontaneous
emission from the first cell is aso often amplified by the following chain,
leading to a ns background. This is called Amplification of Spontaneous
Emission (ASE). Furthermore, the efficiency of dye amplifiersis usualy very
small, typically less than 0.3% °1. For these reasons, solid state amplifiers are
preferred.

However, solid state amplifiers have a small gain per pass, and regenerative
amplification is necessary. The fs pulse is trapped in the amplifier cavity,
amplified until all the energy is extracted and then dumped out of the cavity.
In order to trap and dump the pulse, a Pockels cell and a broadband polarizer
are used. Three steps can be distinguished (see Figure 4.1):

1) Injection of the pulse in the cavity. The Pockels cell is switched on,
and it thus equivalent to a quarter-wave plate. The fs pulse passing
twice through the cell undergoes a 90° rotation of its polarization. It is
thus transmitted through the polarizer.

2) Amplification in the cavity. The Pockels cell is switched off and the
pulse polarization is unchanged. The pulse is thus still transmitted by
the polarizer. Note that the new incoming pulses are reflected out of
the cavity.

3) Dumping out of the cavity. The Pockels cell is switched on again,
leading to a 90° rotation of the polarization of the amplified fs pulse,

which can be extracted.
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Figure 4.1: Solid state amplifier with regenerative amplification. A) Injection of the seed
pulse in the cavity. The Pockels cell is on, and acts as a quarter-wave plate. B) Oscillation
and amplification of the pulse in the cavity. The Pockels cell is off and does not change the
polarization of the pulse. Note that the dumping of the amplified pulse is similar to the
injection of the seed pulse (A).

With this technique, tens of passes can be performed in the gain medium,
leading to mJ pulses without any ASE. The dumping out of the cavity is
achieved by turning on the Pockels cell. The efficiency of solid state
amplifiers can be as high as 10%.

There are nevertheless two drawbacks in working with solid gain medium.

1) The peak power of amplified fs pulses is very high (GW), and the
damaging threshold of the crystal is reached. In order to avoid
destruction of the gain medium, the fs pulse has first to be stretched by
chirping to hundreds of ps. After amplification, the ps pulse is
recompressed to a fs duration. These stretching-recompression are

achieved by pairs of gratings®.
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2) The amplified pulse is always longer than the Fourier transform limit
of the seed pulse. This increase of the pulse duration is due to the loss
of parts of the incoming spectrum. For instance, grating used in the
stretching are usually too small to diffract the whole spectrum of the fs
pulse, and its duration is thus increased.

The gain narrowing also leads to an increase of the pulse duration. The
gain medium amplifies more at the central frequency than at its wings,
leading to a narrowing of the amplified pulse spectrum. The Fourier-

transform-limited pulse has thus alonger duration.

4.2.1. Characteristics

In this thesis, we have worked with a 1 kHz regenerative Ti:sapphire amplifier
(Spitfireld from Spectra Physics(]). It is pumped by a4 W intracavity doubled
Nd:YLF (Nd:LiYF,) laser (Merlin from Spectra Physics]) giving 250 ns
pulses at 527 nm at a 1 kHz frequency. The Merlin is pumped by a Kr arc
lamp, which is water cooled.

The seeding is achieved by 0.4 W of the previously described Tsunamill fs
laser (see section 3.2.2).

The minimal amplified pulse duration is 100-120 fs with a 70 fs seed pulse.
The output power is 350 mW, and as the laser is working at 1 kHz, this
corresponds to energy per pulse of 350 puJ.

The maximum peak power thus obtained is 3 GW.

The output beam diameter is 6 mm with a central wavelength at 800 nm. It can
be tuned from 760 nm (0.25 W) to 840 nm (0.3 W), by changing the seed

pulse wavelength and the stretcher-compressor gratings position.
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4.3. Modifications of the Experiment

As the repetition rate of the amplifier is 1 kHz, the PM tube does no longer
produce a continuous signal, but its response time is fast enough to produce
200 us pulses at 1 kHz frequency. Thisimplies a modification of the detection
program, as it has now to be synchronized to the amplifier frequency.
Furthermore, some drawbacks of the previous setup have been eliminated. For
instance, the circulation cell has been replaced by a rotating one, and

acquisitions at longer time delays are possible through a stepped delay line.

4.3.1. Stepped Delay Line

One major drawback of the fs setup described in chapter 3.4 is that the
linearity of the trandlation stage is only accurate over 8 screw turns, limiting
the acquisition time to 17 ps. In order to remove this limitation, an optical
control of the delay line has been built.

A metallic disc of 5 cm diameter with 120 dlits at its circumference, has been
taken from an old HPL C pump and has been fixed at the end of the screw axis
of the trandation stage. A laser pointer (model FP-67/1AF from Laser
Componentl]) and a phototransistor (TIL78 n-p-n from Texas Instruments])
are independently placed on each side of the disc (see Figure 4.2).

Each time a dlit passesin front of the pointer beam, the diode produces a small
voltage change, which is sent to a homemade discriminator that changes a
TTL state. The acquisition is no longer "real time" controlled, but ismade in a
stepped way.

The resolution of this new controlled delay line is determined by the changes
of TTL states per turn. With a 120 dlits disc, TTL state changes 240 times per
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turn, leading to a maximal resolution of 8.9 fs. As the amplified pulses are not
shorter than 100 fs, this resolution is perfectly adapted. Furthermore, the
maximal time delay is no longer limited by nonlinearity of the trandlation
stage, but by its total length. One can thus achieve measurements over 130 ps
with a 8.9 fs resolution.

Moreover, with this encoder, down motion of the trandation stage is also

linear, and acquisition can be performed in up and down directions. The SIN

ratio isincreased by afactor of +/2 for the same acquisition time.

Figure 4.2: Front scheme of the vertical stepped delay line. A metallic disc with 120 dlits at
its circumference is placed at the end of the delay line screw. A pointer-transistor system is
used to detect the screw rotation, allowing 9 fs resolution over 130 ps, without nonlinearity

problems.
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To control this new system, the following modifications are necessary:

1) The TZD isadapted in order to count the slitsand send a TTL pulse to
both computers (the delay and the acquisition) at each count. This is
achieved in up and down directions.

2) The computer program is modified as follows: The length of a scan in
steps, defined in param, does no longer correspond to a fixed number
of TTL pulses from the delay controller. The screw only stops when
the number of dlits detected (dlit-TTL pulses from the TZD) is equal to
the number of steps desired. A similar procedure is achieved for down
motion. The steps being physically defined, the zero position is no

longer a problem, even if the speed of the screw is not constant.

subroutine move(istep)

do 134 i=1l,istepc I step loop

do 135 j=1,5000 I 5000 pulses per step, to be sure that the loop
I only ends dueto the dlit-TTL pulse

I down motion
if (isgn.eg.-1) then
call qwait(5)
call upbit(2) !impulsion sur op2 I produce pulse for delay controller
call gwait(3) ! pulselength 1 ms
if (inbit(0).eq.1) then
call gwait(1)
if (inbit(0).eq.1) then I check if zero position is reached
cal dbit(2)
itheta=0
goto 136
endif
else
cal qwait(2)
cal dbit(2)
endif
cal gwait(6)
if (inbit(1).gt.pred) then I the down loop ends when
pred=inbit(1) I dit-TTL stateturnson
goto 134
endif
pred=inbit(1)
endif
call gwait(5)

I'up motion
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call upbit(2) !impulsion sur op2 I produce pulse for delay controller
call gwait(5) ! pulselength 1 ms
cal dbit(2)
if (inbit(1).gt.pred) then I the up loop ends when
pred=inbit(1) I dit-TTL stateturnson
goto 134
endif
pred=inbit(1)
call gwait(7)
135 continue
134 continue
itheta=itheta+(isgn*istep) I calculate the new actual position

136 end

4.3.2. Acquisition Program

The modifications brought by the use of the 1 kHz amplifier are important. A
new acquisition mode, called stepped mode, has to be developed, and the

oscilloscope mode and the parameters need to be adapted.
Parameters

The acquisition frequency is no longer used, as the amplifier imposes a 1kHz
working frequency. The parameter allowing the duration of the experiment to
be chosen is ssmply an acquisition time parameter in seconds.

Furthermore, in order to allow both real time and stepped acquisition to be
performed, conditional parameters have been used. By choosing a acquisition
time (p_array[5]) of O, one turns the computer in stepped mode, and a new
parameter, number of steps (p_array[2]), is asked. To go back to the real time
acquisition mode, the number of steps hasto be set to O.

The maximum number of allowed steps is 7500, leading to a 130 ps
acquisition. Note that one step corresponds to two dlit-TTL state changes.
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if p_array[2]=0 then

begin
writeln('2) acquisition time [s] \p_array[5]);
writeln('  acquisitiontimein ps=", p_array[5]/1000*p_array[10]:4:2); { displaysthe
end acquisition time
else or the
begin number of steps}
writeln(*2) number of steps D p_array[2]);

duration:=round(p_array[2]/120*18.3*2*p_array[3]);

write("  acquisition time = ",duration div 60);

writeln(' min ‘,duration mod 60," sec);

writeln("  acquisition timein ps=", p_array[2]/1000*18.3:4:1);
end;

case rep2 of { to change the acquisition time/ step parameter}
2
begin
if p_array[2]=0 then
begin
writeln(‘type O to switch to slower acquisitions [step mode]');
write('acquisition time in integer [1s= 116 fs, minimum 3 sec] : );
readin(p_array[5]);
if p_array[5]=0 then { turns the computer }
begin { in stepped mode}
writeln('type 0 to switch to ultrafast acquisitionsin real time');
write('number of steps[max:7500] : ;
readin(p_array[2]);
end;
end
else
begin
writeln('type O to switch to ultrafast acquisition in real time');
write('number of steps[max:7500] : *);
readin(p_array[2]);
if p_array[2]=0 then { turns the computer }
begin { inrea time mode}
writeln('type 0 to switch to slower acquisition [step mode]");
write('acquisition time in integer [1s = 116 fs, minimum 3 sec]: );
readin(p_array[5]);
end;
end;
end;
Stepped acquisition mode

There are three main differences with the real time acquisition mode described
in the chapter 3.4.3:

1) Triggering: in stepped mode, three trigger pulses are needed:
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a) trigger_acquisition: it is produced by the delay computer to initiate
the measurement. It is similar to that used in real time acquisition
mode.

b) trigger_pointer: the acquisition computer has to know when a step
Is performed. This trigger is produced by the TZD, based on the
pointer-transistor signal.

In order to adapt the time resolution to the length of the acquisition,

adouble and an aerate variable are defined.

Double: When the desired number of steps is smaller than 600
(= 10 ps), the time resolution is set to 8.9 fs by recording
two values for each step. This is achieved by detection of
each dlit-TTL state change.

Aerate: For acquisition of more than 2000 steps (= 33 ps), the
computer averages two consecutive steps in order to
achieve a 36 fs resolution with a better S/N ratio. Similar
treatment is performed for acquisition longer than 4000
steps (72 fs resolution over more than 53 ps) or 6000 steps
(144 fsresolution over more than 106 ps).

) trigger_kHz the acquisition has to be synchronized to the 1 kHz
amplifier frequency. This is achieved by the trigger pulse produced
by the amplifier itself. Note that this trigger pulse is not A/D
converted, but detected as a digital input. This detection is faster
(0.3 ps instead of 30 us for A/D conversion), and thus suitable to
detect the 5 ps trigger pulse from the amplifier.

2) Averaging: one screw turn is achieved is 183 seconds. This
corresponds to 150 ms per dlit. It is thus possible to average many
pulses for each step, significantly increasing the SIN ratio. If no spikes
are present in the signal, up to 30 pulses are averaged per step. Of
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3)

course, in the double case, this averaging is only performed over 15
pulses. Note that for each step, 10 spikes detections (based on two
times three consecutive pulses) are achieved.

Down acquisition: the steps being physically defined, their position is
aso known during down motion of the trandation stage. The
acquisition program is modified in order to allow acquisition during up
and down motion. The signal thus obtained after one scan is spike free

and aready averaged up to 60 times.

jprocedure conversion; stepped acquisition mode]

var

{averaged up to 60 times per step}

XX, VY, Xxx1, yy1, average, j, jj, Sp, dat_moy, aeratetest: integer;
dat_moy2000, kk, good, datmoyen: integer;

time_ps :redl;

increm: string[2];

increml: string[1];

ok?2 :boolean;

k1:text;

begin {n°1}

axes;

trigger_acquisition; {wait for the trigger pulse

to initiate the acquisition}

preced_pointer:=0; {initiate the pointer trigger}
for up_down:=1to 2 do {loop for up(1) or down(2) acquisition}

begin {n°2}

spik:=0;
aeratetest:=0;
dat_moy2000:=0;
fin:=0;
if up_down=2 then axes elseif double=1 then fin:=1;
for k:=1 to (double* steps+fin) do {acquisition}
begin {n°3}
aeratetest:=aeratetest+1;
trigger_pointer; {wait for the dlit-TZD trigger pulse}
if keypressed then
begin
trash:=readkey; { manual emergency escape}
sca:=scans,
up_down:=2;
k:=(double* steps)+fin;
end;
channel (start_ch);
dat_moy:=0;
for average:=1 to round(10/double) do {average 10 (or five) times for each step}
begin {n°4}
sp:=3;
good:=0;
datmoyen:=0;
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fori:=1to6do { eliminate a spike or average up to 3 times}
begin {n°5}
trigger_khz; {wait for the amplifier trigger}
fun :=nadc_ary; {performe A/D conversion }
dio[1] =1,
dio[2] := ofs(dat0); { destination of acquired data: datO}

dio[3] :=timer_trg;

flag := ax5210(fun,dio);

if i =(sp-2) then dat1:=datO0;
if i=(sp-1) then dat2:=dat0;

if i = spthen
begin { spike detection test}
dat3:=dat0;
if (abs(dat2-dat1) > spike) or (abs(dat3-dat2)> spike) then
begin
pi=i+3;
spik:=spik+1;

putpixel ((80+3* spik),343,white);
outtextxy (10,340,'spikes :");
end
else
begin
Spi=i+3;
datmoyen:=datmoyen+dat1+dat2+dat3; {average the data}
good:=good+3;
end;
end;
end; {n°5}
if good=0 then
begin {if only spikes, then average last values}
good:=3;
datmoyen:=dat1+dat2+dat3;
end;
dat_moy:=dat_moy-+round(datmoyen/good) {average the data}
end; {n°4}
dat2:=round(dat_moy/10* double);
dat_moy2000;:=dat_moy2000+dat2; {average if more than 2000 points}

if aeratetest>=aerate then {record and plot data}
begin {n°6}
aeratetest:=0;
dat2:=round(dat_moy2000/agerate);
dat_moy2000:=0;
if up_down=1then { up motion}
begin
kk:=round(k/aerate);
xx:=80+round((500/(trunc(double* steps/aerate)-1))* (kk-1));
xx1:=80+round((500/(trunc(doubl e* steps/aerate)-1))* (kk-2));
dat1:=2048+dat2;
dat[kk]:=dat1+dat[KK];
backup[kK]:=dat1;
yy:=175-trunc(((dat[kk]/(2* sca-1))-2048)/16* zoom);
yy1:=175-trunc(((dat[kk-1]/(2* sca-1))-2048)/16* zoom);
if (kk>1) then line (xx1,yy1,xX,yy);
end
else { down motion}
begin
kk:=round(double* steps/aerate)+1-round(k/aerate);
xx:=80+round((500/(trunc(doubl e* steps/aerate)-1))* (kk));
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xx1:=80+round((500/(trunc(doubl e* steps/aerate)-1))* (kk-1));
dat1:=2048+dat2;
dat[kk]:=dat1+dat[kK];
backup[ kK] :=dat1+backup[kK];
yy:=175-trunc(((dat[kk]/(2* sca))-2048)/16* zoom);
yy1:=175-trunc(((dat[kk+1]/(2* sca))-2048)/16* zoom);
if (kk<double* steps/aerate) then line(xx1,yy,xx,yy1);
end;
end; { n°6}
end; {n°3}
if (up_down=2) then begin { save a scan-backup}

str(sca, increm);

nom3:='scan'+increm+{"'_'+increm1+}".ctr';

assign(k1,nom3);

rewrite(k1);

for jj:=1 to trunc(doubl e* steps/aerate) do

writeln(k1,backup(jj]:5);
close(kl);
end;
end;{n°2}
end; {n°1}

As shown in the end of the program, a backup of each scan is also saved. If
one has to stop an acquisition, all scans are saved separately in *.ctr files and
can be restored. Furthermore, this allows to check that all scans were identical
and that no acquisition problems (switching on a lamp in the lab, ...)

happened.

4.3.3. Rotating Cell

The use of a circulation cell described previously (3.5.2) avoid heating and
degradation of the solution, but is limited to samples of high absorption
coefficient in non corrosive solvents. In order to overcome these limitations,
the mechanical workshop of the Chemistry department built a new cell, which
Is rotating. The challenge is to place the glass windows perfectly parallel to

each other to avoid displacement of the transmitted beams during rotation.
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The two 2" diameter Suprasil windows, are fixed by 8 screws on a Teflon[]
cylinder, forming a 1 mm thick cell. The cylinder can be inserted in a ball-
bearing fixed in a plastic holder. A 12 V electrical motor (from Premetecll) is
also fastened to this holder, and rotation is achieved through straps. To change
the sample, two holes are made on the circumference of the cell, and a

metallic syringe is used to change the solution.

...................................

Figure 4.3. Schematic representation of the rotating cell. The TeflonJ] cylinder containing

the windows can be extracted to simplify the washing of the cell.

Rotation of the cell can be performed at arate of 2 Hz. Placing the laser pulses
near to the external border, the irradiated solution is renewed at a rate of
0.2 mm per ms. It is sometimes convenient to let a small bubble on the top of

the cell to favor mixing of the solution during rotation.



164 Chapter 4

4.3.4. Bi-directionally Adjustablelris

Isolation of the signal after the sampleis crucial to eliminate all parasitic light.
In order to place the iris precisely, we asked the mechanical workshop to
mount an iris on two small size Newport[] translation stages (M S-500), the all
being fixed on an aluminum support. This system allows most of the signal
spikes arising from the circulation cell to be eliminated, increasing

significantly the S/N ratio.

1

Figure 4.4: Scheme of the bi-directionally adjustable iris. The iris is mounted on two
trandation stages, in order to be adjusted precisely in both directions. Significant increase
of the S/N ratio is achieved by use of this homemade device.
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4.4. Femtosecond Investigation of Excited-State
Dynamics of Radical lonsin the Condensed

Phase

We showed in chapter 2.2 that the excited-state lifetime of PE™*, PE™ and AQ"
in solution are shorter than the time resolution of our ps experiment. In order
to know these values precisely, we performed a similar experiment in the fs
time scae. Working at 1 kHz, no thermal grating accumulation is possible,
and intensity TG (with all parallel polarization) can be used.

As PE"" gives only aweak signal at 765 nm, we turned on to tetracene radical
cation (TRC™™) formed in H,SO, and D,SO.,.

4.4.1. Perylene Radical Cation in H,SO,

Picosecond measurements indicated that the excited-state lifetime of PE ™
formed in H,SO, is shorter than 15 ps34. The main absorption band of this
speciesis centered at 540 nm, but aweak band is present around 740 nme3,

In order to investigate the time evolution of this band, we tuned the laser to
765 nm and performed a TG experiment. Tuning the laser to even lower
wavelength is difficult, as the output energy drops dramatically (< 100 pJ)
below 760 nm.

The experiment setup is depicted in Figure 4.5.
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Figure 4.5: Setup of a TG experiment with amplified fs pul ses.

The absorbance of the sample, formed in concentrated sulfuric acid (97%), is
set to 0.5 on 1 mm at this wavelength.

Unfortunately, the very low absorption coefficient of PE™* at 765 nm (around
4000) givesriseto two major problems:

1) High concentrations of PE have to be used (~10™* M) in order to obtain
a significant absorption. Increasing the PE™ concentration also
Increases the formation of its cation dimer. Fortunately, the absorbance
around 765 nm is mainly due to the monomerss,

2) High power pulses are needed to create a significant transient
absorption change in the sample. As a consequence, the high peak
power needed, induces important nonresonant electronic Kerr effect in
the solvent. To limit this problem, the pulse duration is increased to
around 1 ps. The pulse power is kept constant, but the peak power

drops significantly.
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The observed dynamics have a very poor S/N ratio, and only an estimation of
the excited-state lifetime can be obtained.

The data depicted below are fitted with a double exponential. The first
contribution, of 660 fs, is due to the nonresonant response of the solvent
during the pulse. This can be demonstrated by the presence at negative delay,
of a broad wing of the pulse.

However, the 17 = 3 ps time constant is due to repopulation of the ground-

state of the cation, and thus corresponds to the excited-state lifetime.

0.8
PE in H,SO,
T, = 0.66 ps
T, =17 ps

0.6 —

0.4 —

0.0

I [a.U.]

| | | | | |
time [ps] 2

Figure 4.6: TG of the ground-state recovery dynamics of PE™ formed in concentrated
sulfuric acid and best biexponential fit. The pulse, centered at 765 nm, is stretched to 1 ps
to limit the nonresonant electronic Kerr signal of the solvent. The 660 fs time constant
accounts for the side of the excitation pulse, and the longer one (17 + 3 ps) for the excited-
state lifetime of PE™".

The noise present is this measurement does not allow to give a precise value
of the lifetime, but confirms the results obtained with the ps TG experiment

(around 15 psor less).
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In order to obtain accurate excited-state lifetimes of radical ions, we turned to

TRC, whose cation possesses a strong absorption band centered at 865 nms8

with an absorption coefficient of 15'000 | (ol ™ [em™ 94,

4.4.2. Tetracene Radical Cation in H,SO, and
D,SO,

The radical cation of TRC can be readily prepared by dissolution in
concentrated H,SO,4 %. The protonated form is dominant in the first hours
following the dissolution, as shown by the 460 nm band. After afew hours, or

1 min UV irradiation, this band disappears, and only the TRC™* remains,

0.8

TRC in in H,S0,
-------- fresh solution
— after 3 hours
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Figure 4.7: Absorption spectrum of fresh and 3 hours old solution of TRC in concentrated
H,SO,. The cation band at 850 nm increases as the band at 460 nm, from the protonated

complex, vanishes.
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Time Resolved TG Spectroscopy with TRC in H,SO,

In order to obtain the transient spectrum of the excited-state of TRC™", we
performed white light TG spectroscopy with amplified fs pulses. This
technique is similar to that described in chapter 2.3.2 with ps pulses. The fs
version is described in detail s el sewheres.

The production of white light is easy with pJ pulses of 150 fs or less, as their
peak power is more than a GW. Focalization of few puJfspulsesinal cm cell
filled with water, gives a good quality white light from 400 nm to 750 nm.
This can be used as probe beam in a TG experiment.

Chirping of the white light pulse is not a problem, as long as spectral
resolution is achieved in the detection.

The two pump pulses at 400 nm are crossing with an angle of 2° in the sample.
As the H,SO; is viscous (25 cp at 20°C)%, the 20 puJ pump pulses induce an
important local heating. This problem is reduced by using the rotating cell
described previously.

diffracied inkensitela )

05-
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Figure 4.8: Time resolved TG spectrum of TRC™ in concentrated sulfuric acid after
excitation at 400 nm.



170 Chapter 4

The depletion of TRC™ by the 400 nm pulse is visible by the presence of a
band at 740 nm in the TG spectra (Figure 4.8). This band decays in the pstime
scale.

A new band, from 600 nm to 650 nm is also present. As it was not in the
ground-state absorption spectrum, it can be either stimulated fluorescence or
transient absorption of TRC ™. It can be shown in Figure 4.9 that after 20 ps,
a background signal is still present from 600 to 750 nm. It can thus be
assumed that a fluorescence with a long lifetime is underlying the transient
absorption in this spectral domain. According to the literature3497, most
fluorescence from radical cation in concentrated sulfuric acid is in fact due to
the protonated form. Furthermore, the decay of this background band being
slower than the ground-state recovery time of TRC', it is reasonable to assign
it to another species.

This fluorescence being still present under the 760 nm band, it affects the
observation of the excited-state dynamics. This perturbation seems to be

absent at longer wavelength.

1.0

TG spectra of TRC in H,SO,

— after 2.3 ps
08— e

Ipie [a.u.]

450 500 550
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Figure 4.9: TG spectra of TRC™" in H,SO, at different time delays after excitation at
400 nm. Note that a constant background is visible around 700 nm, disturbing the decay

dynamics of the 740 nm band.



Experiment with Amplified fs Pulses 171

In order to extract the lifetime of TRC ™, a single wavelength slice at 740 nm
Is made and shown in Figure 4.10. As the fluorescence is underlying the
observed band, one has to assume a constant background (estimated here to

about 0.25) while performing the exponential fit.

740 nm
0.8 — fit_exp: 25 ps

0.4 —
0.2 4

0.0 —

I I T T T

time [pS] 10 15 20

Figure 4.10: Kinetic at 740 nm, extracted from the white light time resolved TG spectra
shown above. The best exponential fit gives alifetime for TRC™ around 25 ps, assuming a

0.25 constant background.

Even if the S/N ratio is pretty poor, the time delay too short and the
background contribution only estimated, a reasonable value of 25 = 5 ps can
be extracted for the excited-state lifetime of TRC™.

To confirm this preliminary result, single wavelength TG experiment is

performed.



172 Chapter 4

Time Resolved TG of TRC™ in H,SO, at 840 nm

As we can tune the amplified fs system up to 840 nm, we have performed fs
time resolved TG at this wavelength, which is near to the absorption
maximum of TRC™*. Pumping and probing at this wavelength does not suffer
from any fluorescence problem, and the obtained kinetics are background free.
Nevertheless, it can be noticed from the below data, that the first 10 ps are not
monoexponential. This complex behavior has not been further investigated, as

It is assumed to be due to solvation processes.

The setup used is similar to that depicted in Figure 4.5.

1.0

0.8
TRC in H,SO,
1=26.4 ps
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Figure 4.11: Ground-state recovery dynamics of TRC™ in H,SO, obtained by TG
experiment with pump and probe pulses at 840 nm. Best exponential fit gives an excited-
state lifetime of 26.4 ps. Note that the first 10 ps are possibly affected by solvation

jprocesses.

The dynamics obtained have a very good S/N ratio, even with a single

acquisition scan. A time constant of 26.4 ps was obtained from
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monoexponential fit (Figure 4.11). The logarithm of the data is fitted by a
straight line, giving a lifetime for TRC™ of 26.0 ps (Figure 4.12). In a
logarithmic plot, the noise at the end of the kinetic is readily visible, and the
fitting limits can be adjusted to avoid it, leading to a more precise value.
Thevalue, 26 £ 0.5 ps thus obtained is in good agreement with the preliminary
results from the white light TG.

TRC in H,SO,
1=26.0 ps

I T T T T
0 10 20 time [pS] 30 40

Figure 4.12: Log plot of the data shown in Figure 4.11. Fitting with a straight line gives a
lifetime for TRC™™* of 26.0 ps.

To complete these measurements, we performed a similar experiment in

deuterated sulfuric acid.

Time Resolved TG of TRC ™ in D,SO,

The formation of the cation is also achieved by dissolution in the deuterated
acid (95-97% D,S0O, in D,O, deuteration over 99% from Cambridge |sotope
L aboratory). A new band at 460 nm accounts for the formation of TRC-D".
Waiting a few hours allows complete formation of the cation (band at 850

nm), and disappearance of the deuterated complex (see Figure 4.13).
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Figure 4.13: Absorption spectrum of fresh and 3 hours old solution of TRC™ in
concentrated D,SO,. After some time, the band from the deuterated complex, at 460 nm,

vanishes, and the cation band at 850 nm increases.

Single wavelength TG experiment, achieved with 840 nm pulses, leads to the

following kinetics.
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Figure 4.14: Ground-state recovery dynamics of TRC' " in D,SO,. The pump and probe
pulses for the TG experiment are centered at 840 nm. Best exponentia fit gives an excited-

state lifetime of 29.8 ps.
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Again, the S/N ratio is excellent, already after one scan. The exponential fit
gives 29.8 ps for the lifetime of TRC ™. Logarithmic representation of the
data is shown in Figure 4.15, where the straight line fit also gives 29.8 ps for

the ground-state recovery time of TRC'".

0.0
-0.5 -
TRC in D,SO,
-1.0 1=29.8 ps

-1.5

In(lpie )

-2.0 —

-2.5 -

-3.0

-3.5

I I I I I
0 10 20 time [pS] 30 40

Figure 4.15: Log plot of the data shown in Figure 4.14. Fitting with a straight line gives a
lifetime for TRC ™ of 29.8 psin D,S0;.

Conclusions

All radical ionsinvestigated so far with direct techniques (AQ™", PE™*, PE" and
TRC'™) show excited-state lifetime of less than 30 psin condensed phase.

It is interesting to notice that in deuterated sulfuric acid, the excited-state
lifetime of TRC™ is amost 15% longer than in undeuterated solvent. The
molecule being the same in both cases, one has to look at the heat dissipation

by the solvent, in order to explain this behavior.
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Once amolecule is excited, it can come back to its ground-state by radiative or
nonradiative pathways. In the case of radical ions, genuine fluorescence is
very weak34, and the nonradiative deactivation dominates.

In order for the excited molecule to dissipate its excess energy, vibrational
modes of the solvent are important. In other words, the excited molecule
transmits its energy through collisions with solvent molecules, which become
vibrationaly excited. In the case of deuterated solvents, the O-D vibration is at
lower frequencies than the O-H one. To absorb a given amount of energy,
more vibrational quanta have to be excited for O-D than for O-H. This may
explain the slower relaxation dynamics of TRC™ in D,SO.,.

4.5. Investigation of the Rotational Dynamics of
Perylene and Perylene Derivativesin Series
of n-Alcanes and Nitriles using the

Transient Dichroism Technique

The Stokes-Einstein-Debye (SED) relationship is widely used to explain
rotational properties of molecules in liquids®%. |t assumes that the solute
rotational timeis linearly proportional to the viscosity of the solvent.

A nonlinear relation between rotational time and viscosity is shown for PE in
low viscosity solvents. Interactions with the solvent are also investigated
through cyano and methyl substituted PE in polar and aliphatic solvents. As
predicted, only interactions between the cyano substituted PE and polar

solvents are observed.
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45.1. Overview of Stokes-Einstein-Debye Theory

Einstein used the Stokes relationship to express the diffusion coefficient of
spherical molecule as a function of the solvent viscosi ty100;
_ kg T

ovin (4.2)

where V is the volume of the rotating body and ) the solvent viscosity.

Ds

Most of the molecules do not possess a spherical shape, but are rather rod-like
(prolate) or disc-like (oblate) ellipsoids. These shapes can be differentiated
through their axia ratio p, that is larger than 1 for prolate, and smaller than 1
for oblate. To adapt eg.(4.1) to these shapes, two diffusion coefficients have to
be defined, which corresponds to Ds multiplied by a shape factor f,; (for the

two symmetry axis):

D, =f, [Ds:§|].quP_S) [Ds
2 p°-1

(4.2)
and
3 20% -1)[B-
D.=f D Zﬂpiﬁ( pp4_)1 ol p, .
where
1 1-p?
Soblate = 1 2 mgH p E
~P P (4.4)
or

pr-1 (4.5)
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The diffusion coefficient is connected to the rate constant of rotational
diffusion throughae:
k2 =6, (4.6)
When the transition dipole is paralel to the symmetry axis, the anisotropy
decay is expressed as.
r(t) =r(0) & (4.7)
In other words, the anisotropy decays through rotational diffusion around the

axes that are perpendicular to the symmetry axis.

-

4

Y

Figure 4.16: Rotational diffusion of an oblate molecule with transition dipole parallel to the

symmetry axis. The both rotational motion are equivalent (tumbling).

The anisotropy at time zero depends on the relation between the pump and
probe transition dipoles. When both dipoles are parallel, r(0) = 0.4, but when
they are orthogonal, r(0) =-0.2 39,

When the transition dipole is perpendicular to the symmetry axis (see Figure
4.17), the analysis becomes more complex, as two distinct rotations lead to

anisotropy decay, which is thus represented by a biexponential function.

o+ 2o i ]
r(t) =r(0) %—e_ku g +§e =i
gf 4

d (4.8)
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Figure 4.17: Rotationa diffusion for an oblate molecule with transition dipole

perpendicular to the symmetry axis. Two distinct rotations are involved in the anisotropy

decay (tumbling and spinning).

Experimentally monoexponential decay of anisotropy is usually observed, and
amodified SED equation has been deriveds:
1 __VIC
Tt = vt = f
k kg (T

[
(4.9)

where f =

Is the shape factor for ellipsoids with dipole moment

f|| + f,

perpendicular to the symmetry axis.

The coefficient C in eq.(4.9) has been added to the initial equation, in order to
take into account discrepancy between theory and experiment. In the Einstein
model, the first solvation shell is supposed to rotate with the solute molecule.
In this case, one speaks of stick boundary condition, and the coefficient C is
egual to one. However, the observed anisotropy decay with small moleculesis
often faster than predicted01.102, |n such cases, good results are obtained with
the coefficient C smaller than 1. One speaks of dlip boundary condition, as the
solvent is supposed to be dlippery, and does not rotate with the solute

molecule.
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In other cases, the coefficient C has to be larger than one in order to
correspond to experimental resultslo3-105, To explain this behavior, dielectric
friction has been invoked. Dipolar or ionic molecules polarizes the
surrounding (polar solvent). This generates a reaction field that slows down
the motion of the solute dipole, leading to a Slower rotation than predicted.
Many models have been proposed to calculate the dielectric friction. For
instance, Nee and Zwanzigl% consider the solute molecule as a point dipole
moment, whereas Alavi and Waldeck107 consider it as a distribution of point

charges that reorient with the molecule.

It has to be noted that, according to the SED model, extrapolation to zero
viscosity should give an infinite rotational time. Of course, this is never the

case, and the lower limit for rotational time is given by the free rotor time

defined as 102, 108;
21t | |
Tk, T
9 Vks (4.10)

where | is the moment of inertia of the molecule. This corresponds to the

rotation of the molecule in the gas phase. Nevertheless, extrapolation of the
SED relation to viscosity zero, often leads to different rotational time, which

are even sometimes negativel09,110,
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45.2. Experimental Conditions

Samples

The solute molecules studied are:

1) Perylenefrom Flukall. It has been recrystallized twice in benzene.

2) 3-cyanoperylene. This compound was
synthesized in our institute from 3-
formylperylene oxime, according to the O
procedure of Buu-hoi and Long!!!. It was ‘
then recrystalized twice in benzene,
leading to yellow needles. OO

3) 3-methylperylene. This compound was
produced in our institute from the OO
formylperylene, according to the same ‘
litteraturet!l, and recrystallized twice in OO

benzene.

0.30 | i i i i ;
Cyanoperylene in Hexane Methylperylene in Hexane

"\ .
s N

360 380 400 420 440 460 480 500 360 380 400 420 440 460 480 500
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1
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Figure 4.18: Absorption spectra of 3-cyano- and 3-methyl- PE in hexane.
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Setup

In order to excite perylene and its derivatives, one needs to double the
frequency of the fs amplifier output. Pulses at wavelengths from 380 nm to
420 nm can be produced by focusing, with a 50 mm focal lens, 15 pJ of the
fundamental in a 0.3 mm thick lithium triborate (LBO) crysta (from
CASIX[). The crystal has to be mounted on a rotating plate in order to
optimize the geometry for SHG, leading to 3 to 4 pJ of blue light. Elimination
of the fundamental from the second harmonic is achieved by a broadband
filter (KG5 from Schottl1). The polarization of the pump and probe pulsesis
purified by Glan Talyor polarizers (GT10 from Laser Components]). A half-
wave plate specific for 400 nm (from Eksmall) is placed in the path of the
pump pulse, to allow constructive and destructive heterodyning to be easily

performed.

filre LBO [ A

|:<:":|_’<A % D O I D--{}t: 120fs :%
750-850 nm

! Ti:sapphire | o | 82 MHz
regenerative ¥ | 60 fs
amplifir | { | 750-850 nm

2w
Ti:sapphire
I mirror :
2
& beamsplitter Nd:YLF @
= iris
reen

M polarizer g

800 nm —— 400 nm Nd:YVO,

Figure 4.19: Experimental setup for a TD experiment with amplified fs pulses at 400 nm.
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After transmission through the sample, the probe pulse goes through a crossed
polarizer. In absence of birefringence of the sample, only a small leak is
detected by the PM tube (Hamamatsull R928). When birefringence is induced
by the pump pulse, interaction of the leak (the local oscillator) and the
transmitted signal leads to heterodyne TD (see chapter 1.5 for details).

45.3. Rotational Dynamics of Perylene in Low

Viscosity Solvents

The reorientation time, observed by extrapolation of the SED relation to zero
viscosity, is often different from that predicted by the free rotor model. In
order to confirm this observation, we first investigated the rotational dynamics
of PE in a series of nitriles by heterodyne TD technique with fs pulses at
400 nm.

Rotational Dynamics of PE in a Series of Linear Nitriles

Due to the experimental improvement described in this chapter, three scans
were sufficient to obtain good S/N ratio. Great care was taken when changing

the solvent in the rotating cell, in order to avoid solvent mixing.

The heterodyne signal is obtained by subtraction of a constructive and
destructive TD experiment, performed with 90° rotation of the pump pulse

polarization.
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Figure 4.20: Constructive and destructive heterodyne TD of PE in PrCN. Note that the first

5 ps show a complex behavior, possibly due to solvation dynamics.

As it is often the case, the pure heterodyne anisotropy dynamics can be fitted
with a single exponential. In order to confirm this behavior, the natural

logarithm of the datais al'so shown, and alinear fit is performed.

0.0+

PE in PrCN

PE in PrCN 0.5
’ In of pure heterodyning

Pure heterodyning

-1.0 T,0=14.3 ps

T,=14.4 ps

In(lyp)

-1.54

-2.0

T T
0 10 20 fime [ps] 30 40 0 10 20 fime [ps] 40

Figure 4.21: Pure heterodyne signal from PE in PrCN and its natural logarithm. The
exponential, respectively linear, fits give rotational time of 14.3 + 0.2 ps.

One has to remember that, in the case of pure heterodyne signal, the observed
Kinetic is directly proportional to the anisotropy time constant (and not two
time faster as with TG experiments).

As already mentioned for TRC'™ (chapter 4.4.2), the first ps exhibit a complex

behavior probably due to solvation processes.
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In the following part, only the pure heterodyne signal (subtraction of
constructive and destructive heterodyne TD) and its logarithm are shown for

the other solvents.

0.0+
PE in MeCN PE in MeCN
08 Pure heterodyning 0.5+ In of pure heterodyning
i T,=12.3 ps
06 1,,=12.4 ps Lo "
3 £
S, E .15
o
-+ 0.4
2.0
0.2
2.5
0.0 T T T T T 3.0 T T T T
0 10 20 time [pS] 30 40 0 10 20 time [pS] 30 40

Figure 4.22: Pure heterodyne signal and natural logarithm of PE in MeCN.
Therotational timeis12.4 + 0.4 ps.
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Figure 4.23: Heterodyne anisotropy decay of PE in VaCN hasatime of 18.9 + 0.5 ps.
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Figure 4.24: Rotational dynamics of PE in OcCN. The rotational time is 37 £ 2 ps. Note

that increasing the viscosity also increases the noise from the rotating cell.



186 Chapter 4
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Figure 4.25: In DeCN, a double exponential fit is performed, leading to a rotational time of
59 ps and a fast contribution of 10 ps, probably due to solvation processes. A linear fit is

possible on the end portion of the log plot, leading to arotational time of PE is58 + 3 ps.

The data shown above can be summarized and represented as a function of the

solvent viscosity.

MeCN PrCN VaCN OcCN DeCN
n [cP] 20° 3t 0.35 0.41 0.74 1.64 2.66
Trot [PS] 12.4:04 | 14.3:02 | 18.9:05 37+2 59+3
60 —
50 PE in Nitriles

slope: 20.01 ps/cP

20 —

10 —

5.1ps

I I I I I
0.0 0.5 1.0 15 2.0 2.5

viscosity [cP] '

Figure 4.26: SED relation for PE in a series of linear nitriles from MeCN to DeCN.

Extrapolation of the fitting line crosses the zero viscosity at 5.1 ps.
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According to SED theory, one can estimate the stick boundary constant C.
Assuming the benzene thickness to be 3.5 A and the medium diameter of the
PEtobe 7.5 A, theaxisratioisp = 0.47. As PE possesses an oblate shape, one
finds that:

oblate L 1 p H_ O 95
V1-p®

It can be easily shown that the S-S, transition dipole of PE is along the long

axis of the molecule, and thus perpendicular to the symmetry axis of the oblate
ellipsoid. A double exponential should have been observed, but as shown
above, single exponential gives good fits in al nitriles, except in DeCN. In
this last case, only the longer time constant is attributed to rotation of the
solute molecule.

2 2

The shape factor isexpressed as f = = =
f,+f, 0434+0.741

The molecular volume of PE (CyHy), calculated by the Van der Waals
incrementst12, amounts to 226 A°.
According to these values, the slope of the rotational time as a function of
viscosity is:

VIC _ 17 226107

Ky (T 1.38107* 293

=9.5110° [C [s/Pa] =95.1[C [ps/cP]

The observed slope being 20.01 ps/cP, one can calculate that

C=021
The dlip boundary condition is well suited to describe the rotation of PE in
series of nitriles. This is consistent with other studies of small non polar

mol ecul es101,102,
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It can also be noted that the extrapolation of the SED relation to zero viscosity,
gives a zero rotational time of
To=5.1ps.

To calculate the theoretical free rotor rotational time, one first need to
calculate the moment of inertia of the PE for both the spinning and tumbling
axes.
Assuming a C-C bond length of 1.4 A (asin benzene), and a C-H bond length
of 1.08 A%, one can calculate that the moment of inertia around the spinning
axis is of 3.8800*kglm*, and around the tumbling axis of
2.2410 kg n®.
According to eqg.(4.10), the free rotor rotational timeis

2.2 psfor the spinning axis, and

1.6 psfor the tumbling one.
The observed value of 5.1 ps is more than 2 time larger than the mean
theoretical value.
It must nevertheless be observed that the two points obtained at lowest
viscosity (see Figure 4.26) tend to form a larger lope than the fit with all the
data, and thus cross the zero viscosity at smaller rotational time.
In order to investigate in more details this low viscosity region, we performed
a similar experiment in a series of linear alcanes. Viscosity as small as
0.235 cP can be reached with pentane at 20°C.

Rotational Dynamics of PE in a Series of Linear Alcanes

The same heterodyne TD experiment was performed in a series of linear

alcanes from pentane (0.235 cP) to hexadecane (3.44 cP).
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Linear fits are performed on the natural logarithm of the pure heterodyne TD,

in order to determine the rotational time of PE in each solvent.
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Figure 4.27: Natural logarithm of the pure heterodyne TD signal from PE, in a series of

linear alcanes from pentane to hexadecane, and best linear fit.

The rotational time obtained are summarized in the following table and

represented as a function of the solvent viscosity.
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CSH 12 C6H 14 C7H 16 C:1OH 22 ClZH 26 C16H 34
N[cP|20°% | 0235 | 0313 | 0418 | 0928 | 151 | 344
Trot [PS] 8.0x02 | 96202 | 11.8:03 | 18.8+05 | 27.8+1 | 50=x3
60 —
PE in Alcanes
50 Isolgvp\gsggs&;t)g/tcp
40
High viscosity fit
'g_' slope: 12.7 ps/cP
530
20
rap A
3.1ps
0
| | | 1 T T |
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Figure 4.28: SED analysis of the rotational time of PE in a series of linear alcanes from
pentane to hexadecane. Two linear fits are shown, one for low viscosity solvents (pentane
to heptane), leading to a line crossing of the zero viscosity at 3.1 ps, and one for higher

viscosity (from heptane to hexadecane) giving a 7.2 ps free rotor rotation constant.

Performing a linear fit on the rotational time obtained in higher viscosity
solvents (above 0.4 cP) leads to a crossing with the zero viscosity at 7.2 ps.
This result is even worse than that observed in the series of nitriles. However,
analyzing only the low viscosity data (below 0.42 cP) gives a zero rotational
time of 3.1 ps.

Thisvaueis till slightly above that calculated by the free rotor theory (1.6 ps
or 2.2 ps). However, as the relation between the rotation and viscosity is no

longer linear when approaching to zero viscosity, a curved behavior might be
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more realistic to describe this viscosity domain. One can imagine that the
boundary constant C, is no longer a constant, but depends on the size of the
solvent molecule. This change of boundary conditions has aready been
reported for highly viscous solvents?9.107,

In order to confirm this curved behavior, investigations in even lower
viscosity solvents should be done. This could be achieved, for instance, at
higher temperatures. Unfortunately, the rotating cell used here is not suited to

such an experiment.

45.4. Effect of Substitution on the Rotational
Dynamics of PE in Series of Polar and

Nonpolar Solvents

Adding a substituant on a PE molecule, should lead to a slowing down of the
molecular rotation. This can be explained by two distinct factors:
1) Increase of the volume of the molecule

2) New interactions with the solvent (dipolar interactions)

In order to study the influence of the second contribution, we have
investigated the rotational behavior of substituted PE in series of polar
(nitriles) and nonpolar (linear a canes) solvents.

The molecular volumes of 3-cyanoPE and 3-methylPE calculated with the
Van der Waals increments are almost identical (240 A for the 3-cyanoPE and
245 A3 for the 3-methyl PE). Solute-solvent interactions should also be almost
identical in linear alcanes, as there is no dipole-dipole interactions. Thisis not
the case in the series of nitriles, where the cyanoPE can interact strongly with

the solvent, whereas the methyl PE should not.
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3-cyanoPE and 3-methylPE in a Series of Linear Alcanes

The pure heterodyne TD measurements were performed as described in the
previous section. The SIN is good for the methyl substitution but much lower

for cynaoPE as the signal intensity issmaller.

3-cyanoPE in Dodecane

3-methylPE in Hexane >
In of pure heterodyning

In of pure heterodyning -0.5-

T=11.8 ps Tio=47.5 ps

T T T T T T T
0 5 10 15 20 25 30

T 1
; 40 60 80 100
time [ps] time [ps]

Figure 4.29: Typical natural logarithm of pure heterodyne TD measurement of 3-methylPE

(here in hexane) and 3-cyanoPE (here in dodecane).

The data in four linear alcanes are summarized and graphically represented
below.

CsHyo CsH14 C/Hys CioHog
n [cP] 20° 0.235 0.313 0.418 1.51
Trot [PS] PE 8.0z02 9.6:0.2 11.8:03 27.8+1
Trot [PS] 3-methyl PE 9.8103 11.8+03 13.4+05 37+2
Trot [PS] 3-cyanoPE 11.0+03 14.7 0.4 17.3+05 47 +5
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Figure 4.30: Rotational time of PE, 3-methyl PE and 3-cyanoPE in a series of linear acanes
from pentane to dodecane, and SED linear fits. Note that no significant differences are
present between the two substitution of PE.

From these experiments, one can determine that the crossing of the three
interpolations with the zero viscosity is far from the free rotor prediction:

4.86 psfor PE

4.89 psfor 3-methyl PE

5.27 psfor 3-cyanoPE
However, it can also be noted that in al cases, the low viscosity points show a
nonlinear behavior as described in the previous section.
Assuming an axis ratio p of 0.42 for both substituted PE, the rotational time
according to the SED modedl is:

VT 2450107
T, (3- methylPE) = f =1.395 [C [ =84.5[C [ps/cP
rot( y ) kB D— I]] 1_38 D_O_ZS 993 |]] [p / ] |]]
-30
T,.(3-cyanoPE) = f VIiC M =1.395 240110 [C [ =82.8[C [ps/cP| M

kg T 1.38[107% 293
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From the slope of the fits, one can calculate the C parameter from the SED
theory:
3-methylPE: C = 2l3_ 0.25
84.5

3-cyanoPE: C = 281 =0.34
82.8

Compared to PE (0.14 to 0.20 depending on the low or high viscosity data), no
significant leap between the 3-methyl and 3-cyano derivativesis present.

3-cyanoPE and 3-methyl|PE in a Series of Linear Nitriles

The experiment is repeated in a series of linear nitriles from MeCN to DeCN.

0.0

0.01 .
3-methylPE in MeCN

In of pure heterodyning

3-cyanoPE in MeCN
In of pure heterodyning

-0.5- 057 T,,=18.8 ps
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T T
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time [ps] time [ps]

Figure 4.31: Natural logarithm of the rotational dynamics of 3-methylPE and 3-cyanoPE in
MeCN, and best linear fits.

The rotational time obtained in all five nitriles are summarized in the
following table, and graphically represented as a function of the solvent

viscosity.
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MeCN PrCN VaCN OcCN DeCN

n [cP] 20° % 0.35 0.41 0.74 1.64 2.66

Trot [PS] PE 12.4:04 | 143202 | 189205 | 37z2 59+3

Trot [PS] 3-methyl PE 145+04 | 17.5+05 27+2 41+3 68 +4

Trot [PS] 3-cyanoPE 18.8:05 | 22:1 39+2 81«3 131+6

Rotation in Nitriles
3-cyanoPE

] 15 2.0 2.5
viscosity [cP]

Figure 4.32: Rotational time of 3-cyanoPE, 3-methylPE and PE in a series of linear nitriles
from MeCN to DeCN, and best linear fits. Note the different behavior of the cyano

substituted PE.

The behavior of the PE and 3-methylPE is identical to that observed in the

series of alcanes. However, the rotational time of the 3-cyanoPE is 70%

slower in linear nitriles than in linear alcanes of identical viscosity.

This can be confirmed by the analysis of the parameter C.

According to the slope of the fits shown in Figure 4.32, the boundary constant

C in the series of nitriles is calculated and compared to the values from the

series of alcanes.
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Alcanes Nitriles
3-methyl PE 0.25 22.1/84.5=0.26
3-cyanoPE 0.34 48.3/82.8 = 0.58

One can conclude that a strong interaction between the 3-cyanoPE and the
polar solvents is taking place. This increase of the rotational time being absent
in the case of 3-methylPE and with nonpolar solvents, dipolar interaction is
probably responsible for this behavior.

A complete analysis of thisinteraction is planned, as the dipole moment of the

3-cyanoPE is not reported in the literature yet.

It is aso interesting to notice that for the PE and 3-methylPE the extrapolation
to zero viscosity gives results far from the free rotor values (5.1 ps and 8 ps
respectively). However, the steeper fit of the 3-cyanoPE crosses the zero
viscosity at 2.2 ps, in complete agreement with free rotor rotation around the

spinning axis (2.2 ps).

Additional Results

In order to complete the measurements, we have performed the same
experiment in dioxane. This solvent has the particularity of being usually in a
chair conformation and thus to be nonpolar. Nevertheless, it can isomerize to

the boat conformation and become polar.



Experiment with Amplified fs Pulses 197

Figure 4.33: Chair and boat conformation of dioxane

3-methyl PE being nonpolar, its rotational behavior should be identical to that
observed in the linear alcane series. However, 3-cyanoPE has a permanent
dipole moment and could thus favors locally the boat conformation. Its
rotational behavior should then approach to that observed in the series of
nitriles.

3-methylPE in Dioxane 0.0 3-cyanoPE in Dioxane
In of pure heterodyning In of pure heterodyning

Tro=61 pS

-0.5- T,0=45.7 ps

In(lyp )

-1.04

-1.54

0 10 20 30 40 50 0 20

40 . 60 80
time [ps] time [ps]

Figure 4.34: Natural logarithm of the pure heterodyne TD signal from 3-methylPE and

3-cyanoPE in dioxane, and best linear fit.

The viscosity of dioxane at 20° is 1.3 cP, and according to the SED fit
previousy shown (Figure 4.30 and Figure 4.32), one can extrapolate the

rotational time for nonpolar and for polar solvents.

Alcanetype Nitrile type Dioxane

Trot [PS] 3-methyPE 32.6 36.7 46+ 3

Trot [PS] 3-cyanoPE 41.7 65 61+5
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These results are consistent with the local boat conformation observed with
3-cyanoPE. However, neither the nonpolar, nor the polar predictions are
suitable for the 3-methyl PE.

In order to understand this behavior, one should first determine if the chair
conformation of dioxane is slowing down the rotation of both 3-cyanoPE and
3-methylPE, or if areal local boat conformation is induced by the 3-cyanoPE.
This could be achieved by a similar study in a series of cyclic alcanes for
instance. The geometrical importance of the solute molecules could thus be
determined.
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5. Conclusion and Summary

In this thesis we have described severa four wave mixing techniques and their
corresponding experimental setup, and applied them to investigate ultrafast
phenomena.

Specia care was taken to describe the development of computer controlled
experiments with fs pulses, which allow efficient and accurate acquisitions
from 50 fs to more than 100 ps to be performed. Many technical aspects were
also treated in detail in order to help research groups wanting to perform
similar experiments.

We have also shown that four wave mixing techniques are powerful tools to
Investigate a wide range of photophysical and photochemical phenomena such
as excited-state lifetimes, solvation dynamics, structural changes or
orientational anisotropy.

The excited-state lifetime of PE, AQ and TRC radical ions were directly
observed with TG technique to be shorter than 30 ps in condensed phase. A
calorimetric detection was also developed, alowing low absorption coefficient
speciesto be investigated.

Determination of solvent and solute vibrational frequencies was also achieved
in a CARS experiment. TR>-CARS of intermolecular ET reaction was
however hard to perform accurately, as the repetition rate of the ps laser used
was too low. Hints on the direct formation of the LIP complex were
neverthel ess postulated.

Femtosecond time resolved polarization TG technique was used to
characterize both inertial contributions of the solvation dynamics of an organic
dye in series of alcohols and nitriles. Wavelength dependence was aso

investigated, showing that the diffusive motion can be associated with a loose
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solvent shell, while inertial contribution dominates with highly solvated
molecules.

The rotational dynamics of PE and PE derivatives in series of nitriles and
alcanes was investigated with the TD technique. In low viscosity solvents, the
linear relationship predicted by the SED model was not observed.
Furthermore, a strong interaction between 3-cyanoPE and the polar solvents
was determined, and attributed to dipolar interaction.

Four wave mixings techniques offer a wide range of possibilities only limited
by imagination. Many parameters such as the wavelength, the incidence angle
or the arrival time in the sample can be changed for each of the four pulses,
leading to numerous combinations. Furthermore, additional pulses can also be
used for instance to create transient species or, as described in chapter 2.2.4, to
bleach a grating.

Only few of these pulses combinations have been used so far in chemical
investigations, and it is probable that in the future, new four wave mixing (or
even six wave mixing) technigues will be developed and allow new physical

and chemical propertiesto be investigated.
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